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#### Abstract

This study investigates a multiplicative integer system by using a method that was developed for studying pattern generation problems. The entropy and the Minkowski dimensions of general multiplicative systems can thus be computed. A multi-dimensional decoupled system is investigated in three main steps. (I) Identify the admissible lattices of the system; (II) compute the density of copies of admissible lattices of the same length, and (III) compute the number of admissible patterns on the admissible lattices.

A coupled system can be decoupled by removing the multiplicative relation set and then performing procedures similar to those applied to a decoupled system. The admissible lattices are chosen to be the maximum graphs of different degrees which are mutually independent. The entropy can be obtained after the remaining error term is shown to approach zero as the degree of the admissible lattice tends to infinity.


## 1. Introduction

Multiplicative integer systems have been intensively studied in recent years; see $[13,14,15,23,25,26,33,34,35]$ and the references therein. One of the main related issues is to compute Minkowski (box) dimension and Hausdorff dimension of such systems and to compare them. These two dimensions are equal in an additive shift. However, for most known examples of multiplicative integer systems, they are different. Since the computations of these two dimensions are difficult, effective methods for computing these dimensions for general multiplicative systems must be developed.

This investigation is motivated directly by the work of Kenyon et al. [26], who utilized a variational method to obtain the results on

$$
\begin{equation*}
\mathbb{X}_{2}^{0}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k}=0 \text { for all } k \geq 1\right\}, \tag{1.1}
\end{equation*}
$$

and also pointed out that the method fails for the system

$$
\begin{equation*}
\mathbb{X}_{2,3}^{0}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k} x_{3 k}=0 \text { for all } k \geq 1\right\} \tag{1.2}
\end{equation*}
$$

This work provides an approach to general multiplicative systems, including (1.1) and (1.2).

[^0]This study emphasizes the computation of entropy $h(\mathbb{X})$ of the multiplicative system $\mathbb{X}$. Let $N$ be the number of the symbols of system $\mathbb{X}$. The Minkowski dimension $\operatorname{dim}_{M}(\mathbb{X})$ is given by

$$
\begin{equation*}
\operatorname{dim}_{M}(\mathbb{X})=\frac{1}{\log N} h(\mathbb{X}) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
h(\mathbb{X})=\lim _{m \rightarrow \infty} \frac{1}{m} \log \left|X_{m}\right|, \tag{1.4}
\end{equation*}
$$

$X_{m}$ is the set of $m$-blocks in $\mathbb{X}$ and $\left|X_{m}\right|$ is the number of $X_{m}$.
Definition (1.4) is standard for symbolic dynamical systems [31], and it specifies the growth rate of $\left|X_{m}\right|$. However, $\mathbb{X}$ is not invariant under the shift map $\sigma$. Bowen [8] used $(n, \varepsilon)$-spanning and $(n, \varepsilon)$-separation sets to define the topological entropy $h_{\text {top }}^{B}(T, Z)$ for an arbitrary set $Z$ in a topological dynamical system $(X, T)$. If $X$ is a shift space with the shift map $\sigma_{X}$, then the topological entropy $h_{\text {top }}^{B}\left(\sigma_{X}, X\right)$ equals the entropy $h(X)$ [31]. Hence, $h_{\text {top }}^{B}\left(\sigma_{\mathbb{X}}, \mathbb{X}\right)=h(\mathbb{X})$. Recently, Feng and Huang [16] defined several topological entropies of subsets $Z$ in a topological dynamical system $(X, T)$. In particular, they defined the upper capacity topological entropy $h_{\text {top }}^{U C}(T, Z)$ and packing topological entropy $h_{\text {top }}^{P}(T, Z)$. The variational principle for those entropies are proved therein. For any $Z \subseteq X, h_{\text {top }}^{B}(T, Z) \leq h_{\text {top }}^{P}(T, Z) \leq$ $h_{\text {top }}^{U C}(T, Z)$ [16]. If $Z$ is $T$-invariant and compact, then they are coincident.

The multi-dimensional shifts of finite type have been studied intensively; see $[9,10,11,12,17,18,19,20,27,28,30,31,32,36,37,39,40]$ and the references therein. Among them, the authors studied pattern generation problems on multidimensional shifts of finite type and developed some efficient means of studying the generation of admissible patterns, and then computing the topological entropy; see $[1,2,3,4,5,6,7,21,22,24,29]$. This study shows that these methods can be used to study the multi-dimensional decoupled systems and one-dimensional coupled systems of multiplicative integers, including $\mathbb{X}_{2,3}^{0}$.

To illustrate our method, (1.1) is investigated first. The topological entropy $h\left(\mathbb{X}_{2}^{0}\right)$ has been shown to be

$$
\begin{equation*}
h\left(\mathbb{X}_{2}^{0}\right)=\sum_{k=1}^{\infty} \frac{1}{2^{k+1}} \log a_{k}, \tag{1.5}
\end{equation*}
$$

where $a_{k}$ is a Fibonacci number with $a_{1}=2, a_{2}=3$ and $a_{k+1}=a_{k}+a_{k-1}$ for all $k \geq 2$ [14]. The derivation of (1.5) is as follows. Denote by the multiplicative relation set $\mathbb{M}_{2}$ of the integers of 2-power, i.e.,

$$
\begin{equation*}
\mathbb{M}_{2}=\left\{1,2,4,8,16,32, \cdots, 2^{n}, \cdots\right\} \tag{1.6}
\end{equation*}
$$

Denote by the complementary index set $\mathcal{I}_{2}$ of $\mathbb{X}_{2}^{0}$ that contains all positive odd integers:

$$
\begin{equation*}
\mathcal{I}_{2}=\{n \in \mathbb{N} \mid 2 \nmid n\}=\{2 k+1\}_{k=0}^{\infty} . \tag{1.7}
\end{equation*}
$$

The set of all natural number $\mathbb{N}$ can now be rearranged into
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$$
\begin{equation*}
\mathbb{N}=\bigcup_{i \in \mathcal{I}_{2}} i \mathbb{M}_{2} \tag{1.8}
\end{equation*}
$$

where $i \mathbb{M}_{2}=\left\{i, 2 i, 2^{2} i, \cdots, 2^{n} i, \cdots\right\}$. Clearly,

$$
\begin{equation*}
i \mathbb{M}_{2} \cap j \mathbb{M}_{2}=\emptyset \tag{1.9}
\end{equation*}
$$

if $i, j \in \mathcal{I}_{2}$ and $i \neq j$. More precisely, the right-hand side of (1.8) can be expressed as an $\mathbb{N} \times \mathbb{N}$ table, Table 1.1.


Table 1.1.
On integer lattice $\mathbb{Z}^{1}$, for $k \geq 1$, a $k$-lattice $\mathbb{Z}_{k}$ can be represented by $k$-cells as Fig. 1.1 (a) for drawing numbers or $k$-vertices as Fig. 1.1 (b) for drawing graph latter.


Figure 1.1 (a).


Figure 1.1 (b).

Let $M_{k}$ and $i M_{k}$ be the numbered lattices of the first $k$ elements in $\mathbb{M}_{2}$ and in $i \mathbb{M}_{2}$ on the $Z_{k}$, respectively.


Figure 1.2.
Let

$$
\begin{equation*}
\mathcal{N}(m)=\{k \in \mathbb{N} \mid 1 \leq k \leq m\} \tag{1.10}
\end{equation*}
$$

be the set of natural numbers that are less than or equal to $m$. For each $n \geq 1$ and $1 \leq i \leq 2^{n}$, let

$$
\begin{equation*}
k_{n}(i)=\max \left\{k \mid i 2^{k} \leq 2^{n}\right\}=\log _{2}\left\lfloor\frac{2^{n}}{i}\right\rfloor, \tag{1.11}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the largest integer that is less than or equal to $x$.
Then, from Table 1.1, it is clear that

$$
\begin{equation*}
\mathcal{N}\left(2^{n}\right)=\bigcup_{i \in \mathcal{I}_{2}, 1 \leq i \leq 2^{n}} i M_{k_{n}(i)} \tag{1.12}
\end{equation*}
$$

For example, for $n=4$, from Table 1.1,

$$
\text { (1.13) } \mathcal{N}\left(2^{4}\right)=M_{5} \cup\left(3 M_{3}\right) \cup\left(5 M_{2}\right) \cup\left(7 M_{2}\right) \cup\left(9 M_{1}\right) \cup\left(11 M_{1}\right) \cup\left(13 M_{1}\right) \cup\left(15 M_{1}\right) \text {. }
$$

In terms of blank lattices, the numbers in $\mathcal{N}\left(2^{4}\right)$ lie on
(1.14) one copy of $Z_{5}$, one copy of $Z_{3}$, two copies of $Z_{2}$ and $2^{2}$ copies of $Z_{1}$.

The result of general $\mathcal{N}\left(2^{n}\right)$ follows from the following proposition, which can be easily proven by mathematical induction.
Proposition 1.1. For integers $Q \geq 2$ and $n \geq 1$,

$$
\begin{equation*}
Q^{n}=(n+1)+n(Q-2)+(Q-1)^{2} \sum_{k=1}^{n-1} k Q^{n-1-k} \tag{1.15}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
2^{n}=(n+1)+\sum_{k=1}^{n-1} k 2^{n-1-k} \tag{1.16}
\end{equation*}
$$

Therefore, (1.16) states that the numbers in $\mathcal{N}\left(2^{n}\right)$ are spread out on blank lattices with one copy of $Z_{n+1}$ and $2^{n-1-k}$ copies of $Z_{k}, 1 \leq k \leq n-1$. In particular, setting $n=4$ in (1.16) yields (1.14).

Now, consider again system $\mathbb{X}_{2}^{0}$ and the target formula (1.5). For any $n \geq 1$, let $X_{n}$ be the set of all admissible $n$-sequences in $\mathbb{X}_{2}^{0}$ :
(1.17) $X_{n}=\left\{\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in\{0,1\}^{\mathbb{Z}_{n}} \mid x_{k} x_{2 k}=0\right.$ for all $k \geq 1$ and $\left.2 k \leq n\right\}$.

Our purpose is to compute $\left|X_{n}\right|$, which is the number of elements in (1.17). The entropy $h\left(\mathbb{X}_{2}^{0}\right)$ follows from

$$
\begin{equation*}
h\left(\mathbb{X}_{2}^{0}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|X_{n}\right| . \tag{1.18}
\end{equation*}
$$

The constraint

$$
\begin{equation*}
x_{k} x_{2 k}=0 \tag{1.19}
\end{equation*}
$$

in (1.17) is the admissible condition of golden-mean shift on $\mathbb{Z}^{1}$, and it states that symbol 1 is not allowed to follow symbol 1 immediately. Then, the forbidden set on $Z_{2}$ is $\{11\}$. The transition matrix is

$$
G=\left[\begin{array}{ll}
1 & 1  \tag{1.20}\\
1 & 0
\end{array}\right]
$$

Le $\Sigma_{k}$ be the set of all admissible patterns on $\mathbb{Z}_{k}$ with respect to (1.20); then

$$
\begin{equation*}
\left|\Sigma_{k}\right|=a_{k}, \tag{1.21}
\end{equation*}
$$

which is the $k$-th Fibonacci number. Since the constraint (1.19) applies to each $i \mathbb{M}_{2}$ independently for $i \in \mathcal{I}_{2}$,

$$
\begin{equation*}
\left|X_{2^{n}}\right|=\left|\Sigma_{n+1}\right| \prod_{k=1}^{n-1}\left|\Sigma_{k}\right|^{2^{n-1-k}} \tag{1.22}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{1}{2^{n}} \log \left|X_{2^{n}}\right|=\frac{1}{2^{n}} a_{n+1}+\sum_{k=1}^{n-1} \frac{1}{2^{k+1}} \log a_{k} \tag{1.23}
\end{equation*}
$$

Hence (1.5) follows easily from (1.23).
By the similar argument, (1.15) of Proposition 1.1 also recovers the following results [14].
Theorem 1.2. For any $Q \geq 2$, denote the multiplicative integers system

$$
\begin{equation*}
\mathbb{X}_{Q}^{0}=\left\{\left(x_{1}, x_{2}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{Q k}=0 \text { for all } k \geq 1\right\} \tag{1.24}
\end{equation*}
$$

then

$$
\begin{equation*}
h\left(\mathbb{X}_{Q}^{0}\right)=(Q-1)^{2} \sum_{k=1}^{\infty} \frac{1}{Q^{k+1}} \log a_{k} \tag{1.25}
\end{equation*}
$$

Consideration of the above reveals the following three main parts of our study of $\mathbb{X}_{2}^{0}$.
(I) Identify the numbered lattice $M_{k}$ and the admissible blank lattice $Z_{k}$ from the given system; see Figs. 1.1 and 1.2.
(II) Compute the numbers of copies of independent admissible lattices of the same length; see formulae (1.15) and (1.16).
(III) Determine the set of all admissible patterns $\Sigma_{k}$, which can be generated on $Z_{k}$, and compute the number of $\left|\Sigma_{k}\right|$.
Notably, step (III) in the study of $\mathbb{X}_{2}^{0}$ is the classical one-dimensional pattern generation problem; see [31].

Based on the above observations, the rest of this paper will consider the following two classes of systems.
(i) Multi-dimensional decoupled systems like

$$
\begin{equation*}
\mathbb{X}_{2,3}^{0}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k} x_{3 k}=0 \text { for all } k \geq 1\right\} \tag{1.26}
\end{equation*}
$$

(ii) One-dimensional coupled systems like

$$
\begin{align*}
& \mathbb{X}_{2}^{A}=\left\{\left(x_{1}, x_{2}, \cdots\right) \in \Sigma_{A} \mid x_{k} x_{2 k}=0 \text { for all } k \geq 1\right\},  \tag{1.27}\\
& \text { i.e., } \\
& \mathbb{X}_{2}^{A}=\mathbb{X}_{2}^{0} \cap \Sigma_{A},
\end{align*}
$$

where $\Sigma_{A}$ is a proper additive shift of finite type.
First, consider multi-dimensional decoupled systems. Let

$$
\begin{equation*}
1<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{d} \tag{1.29}
\end{equation*}
$$

be natural numbers, $d \geq 2$, such that $\gamma_{i}$ and $\gamma_{j}$ are relatively prime for all $i<j$, i.e.,

$$
\begin{equation*}
\left(\gamma_{i}, \gamma_{j}\right)=1 \tag{1.30}
\end{equation*}
$$

for all $1 \leq i<j \leq d$, where $(a, b)$ is the greatest common divisor of natural numbers $a$ and $b$.

Denote by

$$
\begin{equation*}
\Gamma \equiv \Gamma_{d}=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\} \tag{1.31}
\end{equation*}
$$

and
(1.32)

$$
\begin{aligned}
\mathbb{X}_{\Gamma}^{0} & \equiv \mathbb{X}_{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}}^{0} \\
& =\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{\gamma_{1} k} x_{\gamma_{2} k} \cdots x_{\gamma_{d} k}=0 \text { for all } k \geq 1\right\}
\end{aligned}
$$

Let

$$
\begin{align*}
\mathbb{M}_{\Gamma} & \equiv\left\{\gamma_{1}^{m_{1}} \gamma_{2}^{m_{2}} \cdots \gamma_{d}^{m_{d}} \mid m_{j} \geq 0\right\} \\
& \equiv\left\{q_{k}\right\}_{k=1}^{\infty} \tag{1.33}
\end{align*}
$$

with $q_{k}<q_{j}$ if $k<j$.
Then, (1.33) defines a sequence of $d$-dimensional numbered lattices $M_{k}$ of $k$ cells. The blank lattices $L_{k}$ are defined analogously; see (2.4) and (2.32). The complementary index set $\mathcal{I}_{\Gamma}$ of $\mathbb{M}_{\Gamma}$ is defined by

$$
\begin{equation*}
\mathcal{I}_{\Gamma}=\left\{n \in \mathbb{N} \mid \gamma_{j} \nmid n, 1 \leq j \leq d\right\} \tag{1.34}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathbb{N}=\bigcup_{i \in \mathcal{I}_{\Gamma}} i \mathbb{M}_{\Gamma} \tag{1.35}
\end{equation*}
$$

The following theorem for multi-dimensional decoupled system is proven in Theorem 2.6.

Theorem 1.3. Let $\Gamma=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}$ satisfy (1.29) and (1.30). Then the entropy of $\mathbb{X}_{\Gamma}^{0}$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{\Gamma}^{0}\right)=\sum_{k=1}^{\infty} \beta_{\Gamma}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\right| \tag{1.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\Gamma}=\frac{\sharp\left(\mathcal{I}_{\Gamma} \cap\left[1, \gamma_{1} \gamma_{2} \cdots \gamma_{d}\right]\right)}{\gamma_{1} \gamma_{2} \cdots \gamma_{d}} . \tag{1.37}
\end{equation*}
$$

Finally, consider one-dimensional coupled system:

$$
\begin{equation*}
\mathbb{X}_{Q}^{A} \equiv \mathbb{X}_{Q}^{0} \cap \Sigma_{A} \tag{1.38}
\end{equation*}
$$

where $\Sigma_{A}$ is a shift of finite type generated by transition matrix $A$.
Denote by $L_{Q ; k}$ the degree $k$ blank lattice of the admissible numbered lattice $M_{k}(l)$; see Fig. 3.2 for $Q=2$ and Figs. 3.7 and 3.8 for $Q=3$. The following theorem are proven by Theorems 3.7 and 3.12.

Theorem 1.4. For any $Q \geq 2$ and $k \geq 2$,

$$
\begin{equation*}
\frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{Q ; k}\right| \leq h\left(\mathbb{X}_{Q}^{A}\right) \leq \frac{Q-1}{Q\left(Q^{k}-1\right)}\left(\log \left|\Sigma_{Q ; k}\right|+k \log 2\right), \tag{1.39}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(\mathbb{X}_{Q}^{A}\right)=\lim _{k \rightarrow \infty} \frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{Q ; k}\right| \tag{1.40}
\end{equation*}
$$

where $\Sigma_{Q ; k}$ is the set of all admissible patterns on $L_{Q ; k}$.
After we completed our study of (i) and (ii), we became aware of the work of Peres et al. [34] on (1.26). These authors obtained the same results as ours for multidimensional system (i). Our methods for studying (i) differ from theirs by using the results from an investigation of pattern generation problems, and involving the three specified steps (I), (II) and (III). Moreover, a modification of these procedures enables us to study the one-dimensional coupled system (ii).

For the multi-dimensional coupled system like

$$
\begin{align*}
\mathbb{X}_{2,3}^{A} & =\left\{\left(x_{1}, x_{2}, \cdots\right) \in \Sigma_{A} \mid x_{k} x_{2 k} x_{3 k}=0 \text { for all } k \geq 1\right\}  \tag{1.41}\\
& =\mathbb{X}_{2,3}^{0} \cap \Sigma_{A},
\end{align*}
$$

which is much more delicate. The dimension of $\Sigma_{A}$ is one and $\mathbb{X}_{2,3}^{0}$ is two. Difference of the dimensions induces an intrinsic difficulty to decouple the system effectively. The problem of (1.41) is still not solved by using our method which works well in studying one-dimensional coupled system (1.28). See Section 4 for further discussion.

The rest of this paper is arranged as follows. Section 2 studies multi-dimensional systems. Section 3 studies one-dimensional coupled systems. Section 4 studies multi-dimensional coupled systems.

## 2. Multi-dimensional systems

This section concerns multi-dimensional systems. For simplicity, $\mathbb{X}_{2,3}^{0}$ is considered first. Recall that
(2.1) $\quad \mathbb{X}_{2,3}^{0}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k} x_{3 k}=0\right.$ for all $\left.k \geq 1\right\}$.

Firstly, the admissible numbered and blank lattices, determined by the constraint

$$
\begin{equation*}
x_{k} x_{2 k} x_{3 k}=0, \tag{2.2}
\end{equation*}
$$

must be identified in $\mathbb{X}_{2,3}^{0}$.
Let $\mathbb{M}_{2,3}$ be the set of the numbers that are multiples of 2-power and 3-power:

$$
\begin{equation*}
\mathbb{M}_{2,3}=\left\{2^{k} 3^{l} \mid k, l \geq 0\right\} \tag{2.3}
\end{equation*}
$$

$\mathbb{M}_{2,3}$ can be expressed as follows.

Table 2.1.
Since $\mathbb{M}_{2,3}$ inherits the natural ordering of natural numbers, the $k$-th number in $\mathbb{M}_{2,3}$ can be denoted by $q_{k}, k \in \mathbb{N}$. It seems that no known formula relates $2^{m} 3^{n}$ to $q_{i}$ explicitly [38].

From Table 2.1, for any $k \geq 1$, the L-shaped $k$-cell numbered lattice $M_{k}$ that contains $\left\{q_{1}, q_{2}, \cdots, q_{k}\right\}$ can be defined, and $k$-cell blank lattice $L_{k}$ can also be defined by deleting the numbers of $M_{k}$. Indeed, for $k \geq 1$,

$$
\begin{equation*}
L_{k}=\left\{(i, j) \in \mathbb{Z}^{2} \mid 2^{i} 3^{j} \leq q_{k} \text { for } i, j \geq 0\right\} . \tag{2.4}
\end{equation*}
$$

Fig. 2.1 presents the first eight numbered lattices $M_{k}$. Notably, the number $q_{k}$ in the bold square is the largest number in $M_{k}$.


Figure 2.1.
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In contrast to $\mathbb{X}_{2}^{0}$, all lattices $M_{k}$ and $L_{k}$ are now two-dimensional. Therefore, the system $\mathbb{X}_{2,3}^{0}$ can be regarded as a two-dimensional system; see $[3,4,5,6,29]$.

Now, the complementary index set $\mathcal{I}_{2,3}$ of $\mathbb{X}_{2,3}^{0}$ is the set of all natural numbers that cannot be divided by two and three:

$$
\begin{equation*}
\mathcal{I}_{2,3}=\{n \in \mathbb{N} \mid 2 \nmid n \text { and } 3 \nmid n\}=\{6 k+1,6 k+5\}_{k=0}^{\infty} . \tag{2.5}
\end{equation*}
$$

The set $\mathbb{N}$ of natural numbers can be rearranged into the first octant of threedimensional space as

$$
\begin{equation*}
\mathbb{N}=\bigcup_{i \in \mathcal{I}_{2,3}} i \mathbb{M}_{2,3} \tag{2.6}
\end{equation*}
$$

and for $i, j \in \mathcal{I}_{2,3}$ with $i \neq j$,

$$
\begin{equation*}
i \mathbb{M}_{2,3} \cap j \mathbb{M}_{2,3}=\emptyset \tag{2.7}
\end{equation*}
$$

see Table 2.2.


Table 2.2.
Therefore, for any $n \in \mathbb{N}$, there exists a unique $i=i(n)$ such that $n \in i \mathbb{M}_{2,3}$.
Next, proceed to step (II): compute the numbers of copies of $M_{k}$ for a given $\mathcal{N}(m)$, defined in (1.10).

Let

$$
\begin{equation*}
q_{K}=2^{m} 3^{n} \in \mathbb{M}_{2,3} \tag{2.8}
\end{equation*}
$$

for some $K \geq 1$. Denote by

$$
\begin{equation*}
J_{K}=\left\{i \in \mathcal{I}_{2,3} \mid 1 \leq i \leq q_{K}\right\} . \tag{2.9}
\end{equation*}
$$

Define

$$
\begin{equation*}
q_{K}(i)=\max \left\{q \in \mathbb{M}_{2,3} \mid i q \leq q_{K}\right\} \tag{2.10}
\end{equation*}
$$

then $q_{K}(i) \geq 1$ for any $i \in J_{K}$.
Denote by the set

$$
\begin{equation*}
I_{k}(K)=\left\{i \in J_{K} \mid q_{K}(i)=q_{k}\right\} \tag{2.11}
\end{equation*}
$$

for $1 \leq k \leq K$. Clearly, if $q_{K}(i)=q_{k}$, then

$$
i q_{k} \leq q_{K}<i q_{k+1}
$$

Therefore, a parallel result of (1.12) and (1.15) is as follows.

$$
\begin{equation*}
\mathcal{N}\left(q_{K}\right)=\bigcup_{i \in J_{K}} i M_{q_{K}(i)}=\bigcup_{i \in I_{K}(k)} i M_{k} \tag{2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{k}(K)=\left(\frac{q_{K}}{q_{k+1}}, \frac{q_{K}}{q_{k}}\right] \cap \mathcal{I}_{2,3} \tag{2.13}
\end{equation*}
$$

The following example illustrates (2.12) and (2.13).
Example 2.1. For $q_{14}=36$, it is easy to verify

$$
\left\{\begin{array}{l}
I_{1}(14)=\{19,23,25,29,31,35\} \\
I_{2}(14)=\{13,17\} \\
I_{3}(14)=\{11\}, I_{4}(14)=\{7\}, I_{5}(14)=\{5\}, I_{14}(14)=\{1\}
\end{array}\right.
$$

The others are empty. Therefore,

$$
\mathcal{N}(36)=M_{14} \cup 5 M_{5} \cup 7 M_{4} \cup 11 M_{3} \cup 13 M_{2} \cup 17 M_{2} \underset{i \in\{19,23,25,29,31,35\}}{\cup} i M_{1} .
$$

For $1 \leq k \leq K$, denote by

$$
\begin{equation*}
\alpha_{k}(K)=\left|I_{k}(K)\right| \tag{2.14}
\end{equation*}
$$

the number of copies of $M_{k}$ in $\mathcal{N}\left(q_{K}\right)$.
Formula (2.13) gives the density of copies of $M_{k}$ in $\left[1, q_{K}\right]$, which is crucial in computing the entropy. Indeed, following proposition is offered.
Proposition 2.2. On $\mathbb{X}_{2,3}^{0}$, for any $k \geq 1$,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \frac{\alpha_{k}(K)}{q_{K}}=\beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{2,3}=\frac{\sharp\left\{\mathcal{I}_{2,3} \cap[1,2 \cdot 3]\right\}}{2 \cdot 3}=\frac{1}{3} \tag{2.16}
\end{equation*}
$$

Proof. For any fixed $k \geq 1$, from (2.13) and (2.14), (2.15) follows. Clearly, (2.16) follows from (2.5).

Furthermore, for $n \geq 1$, denote by

$$
\left\{\begin{array}{l}
J_{n}=\left\{i \in \mathcal{I}_{2,3} \mid i \leq n\right\},  \tag{2.17}\\
q(n ; i)=\max \left\{q \in \mathbb{M}_{2,3} \mid i q \leq n\right\}, \\
I(k ; n)=\left\{i \in J_{n} \mid q(n ; i)=q_{k}\right\} \text { and } \\
\alpha(k ; n)=|I(k ; n)| .
\end{array}\right.
$$

Now, the following proposition can be verified.
Proposition 2.3. For $k \geq 1$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\alpha(k ; n)}{n}=\beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right), \tag{2.18}
\end{equation*}
$$

where $\beta_{2,3}$ is given by (2.16).
Proof. It is easy to see that if $q(n ; i)=q_{k}$, then

$$
i q_{k} \leq n<i q_{k+1}
$$

As (2.13), we have

$$
\begin{equation*}
I(k ; n)=\left(\frac{n}{q_{k+1}}, \frac{n}{q_{k}}\right] \cap \mathcal{I}_{2,3} . \tag{2.19}
\end{equation*}
$$

Therefore, (2.18) follows immediately.

After the density of $M_{k}$ (2.18) is obtained, step (II) is completed. Now, the final step (III) is to compute the admissible patterns on $L_{k}$ for all $k \geq 1$.

Previously, two-dimensional pattern generation problems on L-shaped lattices has been studied by Lin and Yang in [29]. The basic lattice $\mathbb{L}_{2,3}$ is defined by

$$
\begin{equation*}
\mathbb{L}_{2,3}=\left\{(i, j) \in \mathbb{Z}^{2} \mid 0 \leq i+j \leq 1 \text { for } i, j \geq 0\right\}=\{(0,0),(1,0),(0,1)\} \tag{2.20}
\end{equation*}
$$

i.e.,

$$
\mathbb{L}_{2,3}=\begin{array}{|l|l}
\hline(0,1) \\
\hline(0,0) & \text { (1,0) }
\end{array} \quad \text { or } \quad \bullet_{(0,0)}^{(0,1)} \bullet_{(1,0)},
$$

the L-shaped lattice with origin $(0,0)$ as the corner vertex.
The constraint (2.2) implies that the forbidden local pattern on $\mathbb{L}_{2,3}$ is

$$
\mathcal{F}_{2,3}=\left\{\begin{array}{ll}
\begin{array}{l}
1 \\
\hline 1
\end{array} & 1  \tag{2.21}\\
\hline
\end{array}\right\} .
$$

Therefore, the basic set of admissible patterns is
see [5,6]. For $k \geq 1$, the set of all admissible patterns on $L_{k}$ that are determined by $\mathcal{B}_{2,3}$ is defined by

$$
\begin{equation*}
\Sigma_{k}=\Sigma_{k}\left(\mathcal{B}_{2,3}\right) \tag{2.23}
\end{equation*}
$$

$$
=\left\{U \in\{0,1\}^{L_{k}}:\left.U\right|_{L} \in \mathcal{B}_{2,3} \text { for all } L=\mathbb{L}_{2,3}+\mathbf{v} \subseteq L_{k} \text { with some } \mathbf{v} \in \mathbb{Z}^{2}\right\}
$$

 constraint applies on $L_{1}$ and $L_{2}$.

Recall that

$$
X_{2,3 ; n}=\left\{\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in\{0,1\}^{\mathbb{Z}_{n}} \mid x_{k} x_{2 k} x_{3 k}=0 \text { for all } k \geq 1 \text { and } 3 k \leq n\right\}
$$

and

$$
h\left(\mathbb{X}_{2,3}^{0}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|X_{2,3 ; n}\right| .
$$

After the above procedures have been completed, the following result concerning the entropy $h\left(\mathbb{X}_{2,3}^{0}\right)$ is obtained.
Theorem 2.4. The entropy of $\mathbb{X}_{2,3}^{0}$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{2,3}^{0}\right)=\sum_{k=1}^{\infty} \beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\right| \tag{2.24}
\end{equation*}
$$

where $\left|\Sigma_{k}\right|$ is the number of all admissible patterns determined by $\mathcal{B}_{2,3}$ on $L_{k}$.
Proof. For any $n \geq 1$, let $X_{2,3 ; n}$ be the set of all admissible $n$-sequences in $\mathbb{X}_{2,3}^{0}$. From the condition (2.4), it is easy to see that for any two $i_{1}, i_{2} \in \mathcal{I}_{2,3}$, the admissible patterns on $i_{1} \mathbb{M}_{2,3}$ and the admissible patterns on $i_{2} \mathbb{M}_{2,3}$ are mutually independent. Then, we have that for any $n \geq 1$,

$$
\left|X_{2,3 ; n}\right|=\prod_{k \in J(n)}\left|\Sigma_{k}\right|^{\alpha(k ; n)}
$$

Therefore, from Propositions 2.3,

$$
\begin{aligned}
h\left(\mathbb{X}_{2,3}^{0}\right) & =\lim _{n \rightarrow \infty} \frac{\log \left|X_{2,3 ; n}\right|}{n} \\
& =\lim _{n \rightarrow \infty}\left(\sum_{k \in J(n)} \alpha(k ; n) \log \left|\Sigma_{k}\right|\right) / n \\
& =\sum_{k=1}^{\infty} \beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\right|
\end{aligned}
$$

The proof is complete.

## Remark 2.5.

(i) Denote by

$$
\begin{equation*}
\left|\Sigma_{k}\right|=b_{k} \tag{2.25}
\end{equation*}
$$

the number of patterns in $\Sigma_{k}$. Since no exact formula relates $2^{m} 3^{n}$ to $q_{i}$ for $\mathbb{M}_{2,3}$ in Table 2.1, unlike for a Fibonacci number, no recursive formula exists for $b_{k}$; see [38]. This fact creates the most difficulty in computing entropy for a multi-dimensional system; see[5, 6, 29].

However, for relatively small $k, b_{k}$ can be computed using the transition matrices developed in $[5,6]$. Table 2.3 presents few cases for $q_{k}=6^{l}, 1 \leq l \leq 4$.

| $k$ | 5 | 14 | 26 | 43 |
| :--- | :---: | :---: | :---: | :---: |
| $b_{k}$ | 14 | 3722 | $5,434,757$ | $172,749,984,030$ |

Table 2.3.
(ii) Define the ratio of $\left|\Sigma_{k}\right|$ by

$$
\begin{equation*}
r_{k}=\left|\Sigma_{k}\right| /\left|\Sigma_{k-1}\right|=b_{k} / b_{k-1} \tag{2.26}
\end{equation*}
$$

for $k \geq 2$. From Table 2.1 and Fig. 2.1, it is easy to verify that

$$
\begin{equation*}
r_{k}=2 \quad \text { if } \quad q_{k}=2^{n}, \tag{2.27}
\end{equation*}
$$

for some $n \geq 1$.
On the other hand, it can be shown that there exists $C \leq \frac{31}{16}$ such that

$$
\begin{equation*}
r_{k} \leq C \quad \text { for } \quad q_{k} \neq 2^{n} \text { for all } n \geq 2 \tag{2.28}
\end{equation*}
$$

Therefore, $\left\{r_{k}\right\}$ cannot have a limit as $k$ tends to $\infty$, unlike the Fibonacci sequence which has the limit $\frac{1+\sqrt{5}}{2}$. A further study of $\left\{r_{k}\right\}$ and $b_{k}$ is needed.

In the following, an approximation of (2.24) is given. For $n \geq 1$, let

$$
\begin{equation*}
h^{(n)}\left(\mathbb{X}_{2,3}^{0}\right)=\sum_{k=1}^{n} \beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\right| . \tag{2.29}
\end{equation*}
$$

Clearly, from Theorem 2.4, $h^{(n)}\left(\mathbb{X}_{2,3}^{0}\right)$ is a lower bound of $h\left(\mathbb{X}_{2,3}^{0}\right)$, and $h^{(n)}\left(\mathbb{X}_{2,3}^{0}\right)$ increasingly approaches $h\left(\mathbb{X}_{2,3}^{0}\right)$ as $n$ tends to infinity. Furthermore, let

$$
\begin{align*}
E^{(n)}\left(\mathbb{X}_{2,3}^{0}\right) & \equiv \sum_{k=n+1}^{\infty} \beta_{2,3}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log 2^{k} \\
& =\beta_{2,3}\left(\frac{n+1}{q_{n+1}}+3-\sum_{k=1}^{n+1} \frac{1}{q_{k}}\right) \log 2, \tag{2.30}
\end{align*}
$$

where $\sum_{k=1}^{\infty} \frac{1}{q_{k}}=3$. Hence,

$$
\begin{equation*}
h\left(\mathbb{X}_{2,3}^{0}\right)-h^{(n)}\left(\mathbb{X}_{2,3}^{0}\right) \leq E^{(n)}\left(\mathbb{X}_{2,3}^{0}\right) . \tag{2.31}
\end{equation*}
$$

Table 2.4 presents cases for $n$ with $q_{n}=6^{l}$ and $1 \leq l \leq 4$.

| $n$ | 5 | 14 | 26 | 43 |
| :---: | :---: | :---: | :---: | :---: |
| $h^{(n)}\left(\mathbb{X}_{2,3}^{0}\right)$ | 0.319901 | 0.537229 | 0.620707 | 0.645733 |

Table 2.4.
Moreover, $h^{(153)}\left(\mathbb{X}_{2,3}^{0}\right) \approx 0.654303$ and $E^{(153)}\left(\mathbb{X}_{2,3}^{0}\right) \approx 0.0000238741$.
Now, the theorem just established can be easily extended to general multiplicative systems. For simplicity, the result is stated and necessary modifications to its proof are only sketched.

First, consider $\mathbb{X}_{\Gamma}^{0}$ that satisfies (1.29) and (1.30). $\mathbb{M}_{\Gamma}$ is defined in (1.33). For $k \geq 1$, the blank $k$-cell lattice $L_{k}$ is defined by

$$
\begin{equation*}
L_{k}=\left\{\left(i_{1}, i_{2}, \cdots, i_{d}\right) \in \mathbb{Z}^{d} \mid \gamma_{1}^{i_{1}} \gamma_{2}^{i_{2}} \cdots \gamma_{d}^{i_{d}} \leq q_{k} \text { for } i_{q} \geq 0,1 \leq q \leq d\right\} . \tag{2.32}
\end{equation*}
$$

After determining the $k$-cell lattice $L_{k}$ of $\mathbb{X}_{\Gamma}^{0}$, the basic lattice $\mathbb{L}_{\Gamma}$ of $\mathbb{X}_{\Gamma}^{0}$ is defined by

$$
\begin{equation*}
\mathbb{L}_{\Gamma}=\left\{\left(i_{1}, i_{2}, \cdots, i_{d}\right) \in \mathbb{Z}^{d} \mid 0 \leq \sum_{k=1}^{d} i_{k} \leq 1 \text { for } i_{k} \geq 0,1 \leq k \leq d\right\} \tag{2.33}
\end{equation*}
$$

the $d$-dimensional L-shaped lattice with the origin $(0,0, \cdots, 0)$ as the corner vertex; see (2.20) for $\mathbb{X}_{2,3}^{0}$. From the constraint

$$
\begin{equation*}
x_{k} x_{\gamma_{1} k} x_{\gamma_{2} k} \cdots x_{\gamma_{d} k}=0, \tag{2.34}
\end{equation*}
$$

we have the forbidden set

$$
\mathcal{F}_{\Gamma}=\left\{U=\left(u_{i_{1}, i_{2}, \cdots, i_{d}}\right) \in\{0,1\}^{\mathbb{L}_{\Gamma}} \mid u_{i_{1}, i_{2}, \cdots, i_{d}}=1 \text { for all }\left(i_{1}, i_{2}, \cdots, i_{d}\right) \in \mathbb{L}_{\Gamma}\right\} .
$$

Then, the basic set of admissible patterns is defined by

$$
\begin{equation*}
\mathcal{B}_{\Gamma}=\{0,1\}^{\mathbb{L}_{\Gamma}} \backslash \mathcal{F}_{\Gamma}, \tag{2.35}
\end{equation*}
$$

which induces a $d$-dimensional shift of finite type $\Sigma\left(\mathcal{B}_{\Gamma}\right)$ on the $d$-dimensional lattice space $\mathbb{Z}^{d}$.

Denote by $\Sigma_{k}\left(\mathcal{B}_{\Gamma}\right)$ the set of all admissible patterns determined by $\mathcal{B}_{\Gamma}$ on $L_{k}$ and
$X_{\Gamma ; n}=\left\{\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in\{0,1\}^{\mathbb{Z}_{n}} \mid x_{k} x_{\gamma_{1} k} \cdots x_{\gamma_{d} k}=0\right.$ for all $k \geq 1$ and $\left.\gamma_{d} k \leq n\right\}$.
By a similar argument, the entropy of $\mathbb{X}_{\Gamma}^{0}$ can be obtained as follows.
Theorem 2.6. Let $\Gamma=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}$ satisfy (1.29) and (1.30). Then the entropy of $\mathbb{X}_{\Gamma}^{0}$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{\Gamma}^{0}\right)=\sum_{k=1}^{\infty} \beta_{\Gamma}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\right|, \tag{2.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\Gamma}=\frac{\sharp\left(\mathcal{I}_{\Gamma} \cap\left[1, \gamma_{1} \gamma_{2} \cdots \gamma_{d}\right]\right)}{\gamma_{1} \gamma_{2} \cdots \gamma_{d}} . \tag{2.37}
\end{equation*}
$$

Proof. By (1.33) and (1.34), let

$$
\left\{\begin{array}{l}
J_{\Gamma ; n}=\left\{i \in \mathcal{I}_{\Gamma} \mid i \leq n\right\}  \tag{2.38}\\
q_{\Gamma}(n ; i)=\max \left\{q \in \mathbb{M}_{\Gamma} \mid i q \leq n\right\} \\
I_{\Gamma}(k ; n)=\left\{i \in J_{\Gamma ; n} \mid q_{\Gamma}(n ; i)=q_{k}\right\} \text { and } \\
\alpha_{\Gamma}(k ; n)=\left|I_{\Gamma}(k ; n)\right|
\end{array}\right.
$$

As the proof of Proposition 2.3, it can be verified that

$$
I_{\Gamma}(k ; n)=\left(\frac{n}{q_{k+1}}, \frac{n}{q_{k}}\right] \bigcap \mathcal{I}_{\Gamma}
$$

and
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$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\alpha_{\Gamma}(k ; n)}{n}=\beta_{\Gamma}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) . \tag{2.39}
\end{equation*}
$$

From the constraint (2.34), for any $i_{1} \neq i_{2} \in \mathcal{I}_{\Gamma}$, the admissible patterns on $i_{1} \mathbb{M}_{\Gamma}$ and the admissible patterns on $i_{2} \mathbb{M}_{\Gamma}$ are mutually independent. And, the admissible patterns on $i \mathbb{M}_{\Gamma}$ are completely determined by $\mathcal{B}_{\Gamma}$.

Then, it can be verified that

$$
\left|X_{\Gamma ; n}\right|=\prod_{k \in J_{\Gamma ; n}}\left|\Sigma_{k}(\Gamma)\right|^{\alpha_{\Gamma}(k ; n)} .
$$

Therefore, the result follows immediately.

The following three-dimensional system illustrates the methods and results.
Example 2.7. For $d=3$, consider

$$
\mathbb{X}_{2,3,5}^{0}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k} x_{3 k} x_{5 k}=0 \text { for all } k \geq 1\right\}
$$

Then,


Table 2.5.
The first five numbered lattices are listed as follows.


Figure 2.2.
The basic lattice is

$$
\mathbb{L}_{2,3,5}=
$$



Clearly,

$$
\mathcal{I}_{2,3,5}=\{30 k+j \mid j \in\{1,7,11,13,17,19,23,29\} \text { and } k \geq 0\} .
$$

Therefore, it can be verified that

$$
\begin{equation*}
h\left(\mathbb{X}_{2,3,5}^{0}\right)=\sum_{k=1}^{\infty} \beta_{2,3,5}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}(2,3,5)\right| \tag{2.40}
\end{equation*}
$$

where $\beta_{2,3,5}=\frac{4}{15}$ and the forbidden set of $\Sigma_{k}(2,3,5)$ is $\left\{\begin{array}{c}1 \\ \mathbb{1}_{1} 11\end{array}\right\}$.
The $n$-th order approximation of (2.40) is as follows. For $n \geq 1$, let

$$
h^{(n)}\left(\mathbb{X}_{2,3,5}^{0}\right)=\sum_{k=1}^{n} \beta_{2,3,5}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}(2,3,5)\right|
$$

In Table 2.6, some cases for $\left|\Sigma_{n}(2,3,5)\right|$ in $1 \leq n \leq 25$ are listed.

| $n$ | 5 | 10 | 15 | 20 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|\Sigma_{n}(2,3,5)\right\|$ | 30 | 904 | 25,720 | 738,816 | $19,959,552$ |

Table 2.6.
Moreover, $h^{(25)}\left(\mathbb{X}_{2,3,5}^{0}\right) \approx 0.548837$.
The previous idea also applies to system $\mathbb{X}_{\Gamma}^{0}$ that does not satisfy the conditions (1.29) and (1.30), where $\Gamma=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}$. Let $C^{*}$ be the least common multiple of $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}$. Denote by

$$
\begin{equation*}
\Gamma^{*}=\left\{p_{1}, p_{2}, \cdots, p_{Q}\right\} \tag{2.41}
\end{equation*}
$$

the set of prime factors of $C^{*}$ with $p_{1}<p_{2}<\cdots<p_{Q}, Q \geq 1$. Clearly, $\Gamma^{*}$ satisfies both (1.29) and (1.30).

Then, $\mathbb{X}_{\Gamma}^{0}$ can be studied by using $\mathbb{M}_{\Gamma}^{*}$ and $\mathcal{I}_{\Gamma^{*}}$. Denote by

$$
\begin{align*}
\mathbb{M}_{\Gamma^{*}} & =\left\{p_{1}^{m_{1}} p_{2}^{m_{2}} \cdots p_{Q}^{m_{Q}} \mid m_{j} \geq 0\right\}  \tag{2.42}\\
& \equiv\left\{q_{k}^{*}\right\}_{k=1}^{\infty}
\end{align*}
$$

with $q_{k}^{*}<q_{j}^{*}$ if $k<j$. The complementary index set $\mathcal{I}_{\Gamma^{*}}$ of $\mathbb{M}_{\Gamma^{*}}$ is defined by

$$
\begin{equation*}
\mathcal{I}_{\Gamma^{*}}=\left\{n \in \mathbb{N} \mid p_{j} \nmid n, 1 \leq j \leq Q\right\} \tag{2.43}
\end{equation*}
$$

For $k \geq 1$, let the $k$-cell lattice $L_{k}^{*}$ of $\mathbb{X}_{\Gamma}^{0}$ be
(2.44) $L_{k}^{*}=\left\{\left(i_{1}, i_{2}, \cdots, i_{Q}\right) \in \mathbb{Z}^{Q} \mid p_{1}^{i_{1}} p_{2}^{i_{2}} \cdots p_{Q}^{i_{Q}} \leq q_{k}^{*}\right.$ for $\left.i_{q} \geq 0,1 \leq q \leq Q\right\}$.

Now, the constraint

$$
\begin{equation*}
x_{k} x_{\gamma_{1} k} x_{\gamma_{2} k} \cdots x_{\gamma_{d} k}=0 \tag{2.45}
\end{equation*}
$$

can be expressed in terms of $\Gamma^{*}$. Indeed, define the basic lattice $\mathbb{L}_{\Gamma}$ of $\mathbb{X}_{\Gamma}^{0}$ by

$$
\begin{equation*}
\mathbb{L}_{\Gamma}=\left\{\left(i_{1}, i_{2}, \cdots, i_{Q}\right) \in \mathbb{Z}^{Q} \mid p_{1}^{i_{1}} p_{2}^{i_{2}} \cdots p_{Q}^{i_{Q}} \in\left\{1, \gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}\right\} . \tag{2.46}
\end{equation*}
$$

Then, the forbidden set $\mathcal{F}_{\Gamma}$ is given by

$$
\mathcal{F}_{\Gamma}=\left\{U=\left(u_{i_{1}, i_{2}, \cdots, i_{Q}}\right) \in\{0,1\}^{\mathbb{L}_{\Gamma}} \mid u_{i_{1}, i_{2}, \cdots, i_{Q}}=1 \text { for all }\left(i_{1}, i_{2}, \cdots, i_{Q}\right) \in \mathbb{L}_{\Gamma}\right\} .
$$

Therefore, the basic set of admissible patterns can be written

$$
\begin{equation*}
\mathcal{B}_{\Gamma}=\{0,1\}^{\mathbb{L}_{\Gamma}} \backslash \mathcal{F}_{\Gamma} . \tag{2.47}
\end{equation*}
$$

Notably, $\mathcal{B}_{\Gamma}$ induces a $Q$-dimensional shift of finite type $\Sigma\left(\mathcal{B}_{\Gamma}\right)$.
Let $\Sigma_{k}\left(\mathcal{B}_{\Gamma}\right)$ be the set of all admissible patterns that can be determined by $\mathcal{B}_{\Gamma}$ on $L_{k}^{*}, k \geq 1$. In the following, Theorem 2.6 is generalized for $\mathbb{X}_{\Gamma}^{0}$ without the conditions (1.29) and (1.30).

Theorem 2.8. Let $\Gamma=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}$. Then, the entropy of $\mathbb{X}_{\Gamma}^{0}$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{\Gamma}^{0}\right)=\sum_{k=1}^{\infty} \beta_{\Gamma^{*}}\left(\frac{1}{q_{k}^{*}}-\frac{1}{q_{k+1}^{*}}\right) \log \left|\Sigma_{k}\left(\mathcal{B}_{\Gamma}\right)\right|, \tag{2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\Gamma^{*}}=\frac{\sharp\left(\mathcal{I}_{\Gamma^{*}} \cap\left[1, p_{1} p_{2} \cdots p_{Q}\right]\right)}{p_{1} p_{2} \cdots p_{Q}}, \tag{2.49}
\end{equation*}
$$

$\Gamma^{*}, \mathbb{M}_{\Gamma^{*}}$ and $\mathcal{I}_{\Gamma^{*}}$ are given by (2.41), (2.42) and (2.43), respectively.
Proof. First, from the construction of (2.41), (2.42) and (2.43), it is clear that

$$
\mathbb{N}=\bigcup_{i \in \mathcal{I}_{\Gamma^{*}}} i \mathbb{M}_{\Gamma^{*}}
$$

and for $i, j \in \mathcal{I}_{\Gamma^{*}}$ with $i \neq j$,

$$
i \mathbb{M}_{\Gamma^{*}} \cap j \mathbb{M}_{\Gamma^{*}}=\emptyset
$$

It is easy to see that $\gamma_{q} \in \mathbb{M}_{\Gamma^{*}}$ for $1 \leq q \leq d$. Moreover, if $n \in i \mathbb{M}_{\Gamma^{*}}$ for some $i \in \mathcal{I}_{\Gamma^{*}}$, then $\gamma_{q} n \in i \mathbb{M}_{\Gamma^{*}}$ for all $1 \leq q \leq d$. Hence, from the constraint (2.45), the admissible patterns on $i_{1} \mathbb{M}_{\Gamma^{*}}$ and the admissible patterns on $i_{2} \mathbb{M}_{\Gamma^{*}}$ are mutually independent for $i_{1} \neq i_{2} \in \mathcal{I}_{\Gamma^{*}}$.

As in the proof of Theorem 2.6, we can define $J_{\Gamma^{*} ; n}, q_{\Gamma^{*}}(n ; i), I_{\Gamma^{*}}(k ; n)$ and $\alpha_{\Gamma^{*}}(k ; n)$. It can be proven that

$$
I_{\Gamma^{*}}(k ; n)=\left(\frac{n}{q_{k+1}^{*}}, \frac{n}{q_{k}^{*}}\right] \bigcap \mathcal{I}_{\Gamma^{*}}
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\alpha_{\Gamma}^{*}(k ; n)}{n}=\beta_{\Gamma^{*}}\left(\frac{1}{q_{k}^{*}}-\frac{1}{q_{k+1}^{*}}\right) .
$$

Next, the constraint (2.45) and the construction of $\mathcal{B}_{\Gamma}$ imply that the admissible patterns on $i \mathbb{M}_{\Gamma^{*}}, i \in \mathcal{I}_{\Gamma^{*}}$, are completely determined by $\mathcal{B}_{\Gamma}$. Hence,

$$
\left|X_{\Gamma ; n}\right|=\prod_{k \in J_{\Gamma^{*} ; n}}\left|\Sigma_{k}\left(\mathcal{B}_{\Gamma}\right)\right|^{\alpha_{\Gamma^{*}}(k ; n)},
$$

where $\Sigma_{k}\left(\mathcal{B}_{\Gamma}\right)$ the set of all admissible patterns determined by $\mathcal{B}_{\Gamma}$ on $L_{k}^{*}$. Therefore, (2.48) follows. The proof is complete.

The following example illustrates Theorem 2.8.

Example 2.9. Consider $\mathbb{X}_{2,8}^{0}$. It is easy to see that $\Gamma^{*}=\{2\}$. From (2.46), the basic lattice $\mathbb{L}_{2,8}=\{0,1,3\}=\square \square \ldots \square$, here the third cell is deleted. The forbidden set $\mathcal{F}_{2,8}$ is $\{1 \square \square\}$ and $\mathcal{B}_{2,8}=\{0,1\}^{\mathbb{L}_{2,8}} \backslash \mathcal{F}_{2,8}$. Define the associated transition matrix

$$
A\left(\mathcal{B}_{2,8}\right)=\begin{aligned}
& \square+00 \\
& \begin{array}{l}
010 \\
010 \\
0
\end{array}[110 \\
& 0
\end{aligned}\left[\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Then,

$$
h\left(\mathbb{X}_{2,8}^{0}\right)=\sum_{k=1}^{\infty} \frac{1}{2^{k+1}} \log \left|\Sigma_{k}\left(\mathcal{B}_{2,8}\right)\right|
$$

where $\left|\Sigma_{m}\left(\mathcal{B}_{2,8}\right)\right|=2^{m}$ and $\left|\Sigma_{n}\left(\mathcal{B}_{2,8}\right)\right|=\left|A(2,8)^{n-3}\right|$ for $1 \leq m \leq 3$ and $n \geq 4$.
In the remaining of this section, the constraint (2.45) is further relaxed. Therefore, we can study more general case than $\mathbb{X}_{\Gamma}^{0}$. For simplicity, only $\Gamma$ that satisfies conditions (1.29) and (1.30) is studied.

For any $N \geq 2$, consider a multiplicative system is of $N$-symbols, $\{0,1,2, \cdots, N-$ $1\}$. For any $d \geq 1$, let the constraint set $\mathcal{C}$ be a subset of $\left\{0,1, \cdots,(N-1)^{d}\right\}$. Denote by $\mathbb{X}_{\Gamma}(N, \mathcal{C})$ the multiplicative integer system with constraint set $\mathcal{C}$ :

$$
\begin{align*}
& \mathbb{X}_{\Gamma}(N, \mathcal{C}) \\
= & \left\{\left(x_{1}, x_{2}, \cdots\right) \in\{0,1, \cdots, N-1\}^{\mathbb{N}} \mid x_{k} x_{\gamma_{1} k} \cdots x_{\gamma_{d} k} \in \mathcal{C} \text { for } k \geq 1\right\} . \tag{2.50}
\end{align*}
$$

Then, the basic set $\mathcal{B}_{\Gamma}(N, \mathcal{C})$ of admissible patterns on $\mathbb{L}_{\Gamma}$ is given by

$$
\begin{align*}
& \mathcal{B}_{\Gamma}(N, \mathcal{C})  \tag{2.51}\\
= & \left\{U=\left(u_{i_{1}, i_{2}, \cdots, i_{d}}\right) \in\{0,1, \cdots, N-1\}^{\mathbb{L}_{\Gamma}} \mid \prod_{\left(i_{1}, i_{2}, \cdots, i_{d}\right) \in \mathbb{L}_{\Gamma}} u_{i_{1}, i_{2}, \cdots, i_{d}} \in \mathcal{C}\right\} .
\end{align*}
$$

The following theorem can be proven as Theorem 2.6.
Theorem 2.10. Let $\Gamma=\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d}\right\}$ satisfy (1.29) and (1.30) and $\mathcal{C} \subseteq\left\{0,1, \cdots,(N-1)^{d}\right\}$. The entropy of $\mathbb{X}_{\Gamma}(N, \mathcal{C})$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{\Gamma}(N, \mathcal{C})\right)=\sum_{k=1}^{\infty} \beta_{\Gamma}\left(\frac{1}{q_{k}}-\frac{1}{q_{k+1}}\right) \log \left|\Sigma_{k}\left(\mathcal{B}_{\Gamma}(N, \mathcal{C})\right)\right|, \tag{2.52}
\end{equation*}
$$

where $\Sigma_{k}\left(\mathcal{B}_{\Gamma}(N, \mathcal{C})\right)$ is the set of d-dimensional admissible local patterns that can be generated by $\mathcal{B}_{\Gamma}(N, \mathcal{C})$ on $L_{k}$.
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Proof. This proof is similar to the proof of Theorem 2.6. The only difference between $\mathbb{X}_{\Gamma}^{0}$ and $\mathbb{X}_{\Gamma}(N, \mathcal{C})$ is their constraints. By (2.50), it is easy to see that the basic set $\mathcal{B}_{\Gamma}(N, \mathcal{C})$ can completely determine the patterns on $i \mathbb{M}_{\Gamma}$ for $i \in \mathcal{I}_{\Gamma}$. Therefore, the result follows.

The following example illustrates Theorem 2.10.
Example 2.11. Let $N=3$ and $\mathcal{C}=\{0,2\}$. Then

$$
\mathbb{X}_{2}(3, \mathcal{C})=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1,2\}^{\mathbb{N}} \mid x_{k} x_{2 k} \in\{0,2\} \text { for all } k \geq 1\right\}
$$

The basic set of admissible local patterns is now given by

$$
\mathcal{B}_{2}(3, \mathcal{C})=\{00, \quad 01, \quad 02, \quad 10, \quad 12, \quad 20, \quad 210\}
$$

The associated transition matrix is

Therefore, as in Theorem 1.2,

$$
h\left(\mathbb{X}_{2}(3, \mathcal{C})\right)=4 \sum_{k=1}^{\infty} \frac{1}{3^{k+1}} \log a_{k}(2 ; 3, \mathcal{C})
$$

where $a_{1}(2 ; 3, \mathcal{C})=3, a_{k}(2 ; 3, \mathcal{C})=\left|A(2 ; 3, \mathcal{C})^{k-1}\right|$ for all $k \geq 2$.

## 3. One-dimensional coupled systems

This section investigates the one-dimensional coupled system which is an intersection of the multiplicative integer system $\mathbb{X}_{Q}^{0}$ with an additive proper shift of finite type $\Sigma_{A}$, i.e.,

$$
\begin{equation*}
\mathbb{X}_{Q}^{A} \equiv \mathbb{X}_{Q}^{0} \cap \Sigma_{A} \tag{3.1}
\end{equation*}
$$

A simple system is considered first; the findings are then extended to general systems. Consider

$$
\begin{align*}
\mathbb{X}_{2}^{A} & \equiv \mathbb{X}_{2}^{0} \cap \Sigma_{A}  \tag{3.2}\\
& =\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{2 k}=0 \text { for all } k \geq 1 \text { and }\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \Sigma_{A}\right\}
\end{align*}
$$

To incorporate the effect of $\Sigma_{A}$, Table 1.1 is replaced by the following figure.


Figure 3.1.
As in Table 1.1, the horizontal lines in Fig. 3.1 connect the integers in $i \mathbb{M}_{2}$ for each $i \in \mathcal{I}_{2}$, the effect comes from $\mathbb{X}_{2}^{0}$. On the other hand, the bold zigzag line in Fig. 3.1 connects all natural integers comes from $\Sigma_{A}$. Therefore, for any $i \neq j$ in $\mathcal{I}_{2}, i \mathbb{M}_{2}$ and $j \mathbb{M}_{2}$ are no longer mutually independent. In fact, they are all coupled through the relation set $\mathbb{M}_{2}$. Therefore, (3.2) is regarded as a coupled system.

Before the system $\mathbb{X}_{2}^{A}$ is decoupled, the following definition is needed.
Definition 3.1. Two sets of integers of $M$ and $M^{\prime}$ are mutually independent in $\mathbb{X}_{2}^{A}$ if

$$
\begin{equation*}
M \cap M^{\prime}=\emptyset \tag{3.3}
\end{equation*}
$$

and any numbers $m$ in $M$ and $m^{\prime}$ in $M^{\prime}$ are not consecutive and also not consecutive in 2-power, i.e., if $m=2^{n}$ for some $n$ then $m^{\prime} \neq 2^{n+1}$ and $2^{n-1}$.

Then, the following lemma can be obtained.
Lemma 3.2. Suppose $M$ and $M^{\prime}$ are mutually independent in $\mathbb{X}_{2}^{A}$. Then

$$
\begin{equation*}
\left|\Sigma\left(M \cup M^{\prime}\right)\right|=|\Sigma(M)|\left|\Sigma\left(M^{\prime}\right)\right|, \tag{3.4}
\end{equation*}
$$

where $\Sigma(M)$ is the set of all admissible patterns on lattice $M$, and $\Sigma\left(M^{\prime}\right)$ and $\Sigma\left(M \cup M^{\prime}\right)$ are defined analogously.

Proof. Since $M$ and $M^{\prime}$ are decoupled in $\mathbb{X}_{2}^{A}$, the patterns in $\Sigma(M)$ are independent of the patterns in $\Sigma\left(M^{\prime}\right)$. Therefore, the result holds.

The strategy for studying (3.2) is to decouple the whole system into disjoint pieces which are located in some proper subset $\widetilde{\mathbb{X}}_{2}^{A}$ of $\mathbb{X}_{2}^{A}$.

From the reduced system $\tilde{\mathbb{X}}_{2}^{A}$, a sequence $\left\{\mathbb{X}_{2}^{A}(m)\right\}_{m=1}^{\infty}$ of independent decoupled subsystems are chosen. Then, the entropy of the decoupled independent system $\mathbb{X}_{2}^{A}(m)$ can be computed easily. An appropriate choice of $\mathbb{X}_{2}^{A}(m)$ is demonstrated to enable the recovery of the entropy of $\mathbb{X}_{2}^{A}$, i.e.,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} h\left(\mathbb{X}_{2}^{A}(m)\right)=h\left(\mathbb{X}_{2}^{A}\right) . \tag{3.5}
\end{equation*}
$$

As in decoupled system $\mathbb{X}_{2}^{0}$, the admissible numbered lattice $M_{k}$ in $\tilde{\mathbb{X}}_{2}^{A}$ is firstly picked up. Indeed, in Fig. 3.2, some $M_{k}(l)$ are drawn for $1 \leq k \leq 4$.

- 3
(a) $M_{1}(3)$

(b) $M_{1}(l)$

(c) $M_{2}(3)$

(d) $M_{2}(l)$

(e) $M_{3}(3)$

(f) $M_{3}(l)$

(g) $M_{4}(3)$

Figure 3.2.
The choice of $M_{k}$ is recursive and robotic. The basic idea is that any number can produce the next generation through $\mathbb{X}_{2}$ or $\Sigma_{A}$. More precisely, for each number $n$, if $n \in \mathcal{I}_{2}$, then $n$ can produce the next generation $2 n \in n \mathbb{M}_{2}$. If $n \notin \mathcal{I}_{2}$ with $n=i 2^{m}, m \geq 1$, then $n$ can produce $2 n=i 2^{m+1} \in i \mathbb{M}_{2}$ through $\mathbb{X}_{2}$ and $n \pm 1=i 2^{m} \pm 1 \in \mathcal{I}_{2}$ through $\Sigma_{A}$. In summary, a complete production cycle is as follows. If $n \in \mathcal{I}_{2}$, then $n$ produces $2 n$ and then $2 n \pm 1$. If $n=i 2^{m}, m \geq 1$, then $n$ produces $i 2^{m+1}$ and then $i 2^{m+1} \pm 1$.

For example, $M_{1}(3)$ has one cell, and number 3 is regarded as the number of first generation. $M_{2}(3)$ is constructed from $M_{1}(3)$ by producing number 6 from 3 through $3 \mathbb{M}_{2}$. Immediately, 6 creates numbers 5 and 7 as the descendanta through $\Sigma_{A} . M_{2}(3)$ is of degree 2 since there are two numbers $\{3,6\}$ on the horizontal line.

The construction of $M_{3}$ from $M_{2}$ is performed similarly: the number 6 yields number 12 in $3 \mathbb{M}_{2}$. On the same time, numbers 5 and 7 yield the numbers 10 and 14 in $5 \mathbb{M}_{2}$ and $7 \mathbb{M}_{2}$, respectively. Next, numbers 10,14 and 12 yield their descendants $9,11,13,15$ and 11, 13 in $\mathcal{I}_{2}$ through $\Sigma_{A}$, as presented in Fig. 3.2 (e). Now, the three numbers 3,6 and 12 are in the lowest horizontal direction, and
$M_{3}(3)$ is therefore of degree 3 . On $M_{k}(i)$, the maximal number of numbers of cells in the horizontal direction is $k$, and $M_{k}(i)$ is of degree $k$.

Now, $M_{k}(l)$ can be defined formally as follows.
Definition 3.3. For each $l \in \mathcal{I}_{2}$, define $V_{1}(l)=\{l\}$. For $k \geq 1$, define

$$
V_{k+1}(l)=\left\{2 i \text { or } 2 i \pm 1 \quad \mid \quad i \in V_{k}(l)\right\} .
$$

Then, define $M_{1}(l)=V_{1}(l)$ and for $k \geq 2$,

$$
M_{k+1}(l) \equiv M_{k}(l) \cup V_{k+1}(l)
$$

See Fig. 3.2 for $M_{k}(3), 1 \leq k \leq 4$.
Notably, $M_{m}(l)$ and $M_{m}\left(l^{\prime}\right)$ are mutually independent when $l, l^{\prime} \in \mathcal{I}_{2}$ and $\mid l-$ $l^{\prime} \mid \geq 2^{m+1}$.

After the lattices $M_{k}$ and $L_{k}$ are identified, in a given range $\mathcal{N}\left(2^{n}\right)$, (II) is then to be carried out, i.e., the number of disjoint copies of $M_{k}(l) \subset \tilde{\mathbb{X}}_{2}^{A}$ with $l \in \mathcal{I}_{2}$ is computed. For example, in Fig. 3.3, $[1,32] \cap \mathbb{N}$ can be decoupled by $M_{2}(3), M_{2}(9)$, $M_{2}(11), M_{2}(13), M_{2}(15)$ and the numbers in $\{1,2,4,8,10,12,14,16,20,24,28,32\}$ are not used. There are one copy $M_{2}(3)$ in $\left(2,2^{3}\right)$ and four copies $M_{2}(9), M_{2}(11)$, $M_{2}(13), M_{2}(15)$ in $\left(2^{3}, 2^{5}\right)$; see Fig. 3.3.


Figure 3.3.
The results for disjoint copies in $\left(1,2^{n}\right)$ can be proven as follows.
Lemma 3.4. Given $k \geq 1$ and $n \geq k+1$, define

$$
\begin{equation*}
m^{*}=\left\lfloor\frac{n-1}{k}\right\rfloor-1 \tag{3.6}
\end{equation*}
$$

Then, within $\left(1,2^{n}\right)$, there are

$$
\begin{equation*}
\alpha_{k}(n) \equiv 2^{n-k-1}\left(1+\frac{1}{2^{k}}+\frac{1}{2^{2 k}}+\cdots+\frac{1}{2^{m^{*} k}}\right) \tag{3.7}
\end{equation*}
$$

mutually independent copies of $M_{k}(l)$ with $l \in \mathcal{I}_{2}$.
Proof. We begin with $k=2$ and $k=3$. It is easy to show that in $\left(2^{n-2}, 2^{n}\right)$, each odd integer $l \in\left(2^{n-2}, 2^{n-1}\right) \cap \mathcal{I}_{2}$ can produce a $M_{2}(l)$ that lies in $\left(2^{n-2}, 2^{n}\right)$ and they are all disjoint; see Fig. 3.4. Therefore, there are totally $2^{n-3}$ copies of $M_{2}$.

Similarly, as in Fig. 3.5, between $\left(2^{n-3}, 2^{n}\right)$, each $l \in\left(2^{n-3}, 2^{n-2}\right) \cap \mathcal{I}_{2}$ produces a $M_{3}(l)$ that lies in $\left(2^{n-3}, 2^{n}\right)$. They are all disjoint too. The total number of copies of $M_{3}(l)$ in $\left(2^{n-3}, 2^{n}\right)$ is $2^{n-4}$.


Figure 3.4.


Figure 3.5.

By using the similar argument, it can be verified that for any $k \geq 2$ and $0 \leq l \leq m^{*}$, within $\left(2^{n-k(l+1)}, 2^{n-k l}\right)$, the number of disjoint copies of $M_{k}$ is

$$
\begin{equation*}
2^{n-k(l+1)-1} \tag{3.8}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\alpha_{k}(n) & =\sum_{l=0}^{m^{*}} 2^{n-k(l+1)-1} \\
& =2^{n-k-1}\left(1+\frac{1}{2^{k}}+\frac{1}{2^{2 k}}+\cdots+\frac{1}{2^{m^{*} k}}\right)
\end{aligned}
$$

The proof is complete.
Finally, for step (III), denote by $\Sigma_{k}$ the admissible patterns on $L_{k}$. Then, Lemma 3.4 yields the lower bound of the entropy $h\left(\mathbb{X}_{2}^{A}\right)$.

Lemma 3.5. For any $k \geq 1$,

$$
\begin{equation*}
\frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right| \leq h\left(\mathbb{X}_{2}^{A}\right) \tag{3.9}
\end{equation*}
$$

Proof. Within $\left[1,2^{n}\right]$, we put symbol 0 on the cells that are not used in deriving (3.7). Then,

$$
\left|X_{2^{n}}\right| \geq\left|\Sigma_{k}\right|^{\alpha_{k}(n)}
$$

Now, it is easy to see

$$
\lim _{n \rightarrow \infty} \frac{\alpha_{k}(n)}{2^{n}}=\frac{1}{2\left(2^{k}-1\right)}
$$

Therefore,

$$
\begin{aligned}
h\left(\mathbb{X}_{2}^{A}\right) & =\lim _{n \rightarrow \infty} \frac{1}{2^{n}} \log \left|X_{2^{n}}\right| \\
& \geq\left(\lim _{n \rightarrow \infty} \frac{\alpha_{k}(n)}{2^{n}}\right) \log \left|\Sigma_{k}\right| \\
& =\frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right|
\end{aligned}
$$

The proof is complete.

Now, a good upper estimate of the entropy $h\left(\mathbb{X}_{2}^{A}\right)$ remains to be found. From the derivation of Lemma 3.4, we need to estimate the contribution to entropy of the vertices that are not used in deriving (3.7). The following lemma is obtained.

Lemma 3.6. For each $k \geq 1$, the number of the vertices of $L_{k}$ satisfies

$$
\begin{align*}
\left|L_{k}\right| & =k+2\left|L_{k-1}\right| \\
& =2\left(2^{k}-1\right)-k . \tag{3.10}
\end{align*}
$$

Within $\left[1,2^{n}\right]$, the number of the vertices that are not used in deriving (3.7) is

$$
\begin{equation*}
\frac{k}{2\left(2^{k}-1\right)}\left(2^{n}-2^{n-k\left(m^{*}+1\right)}\right)+2^{n-k\left(m^{*}+1\right)} \tag{3.11}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
h\left(\mathbb{X}_{2}^{A}\right) \leq \frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right|+\frac{k}{2\left(2^{k}-1\right)} \log 2, \tag{3.12}
\end{equation*}
$$

where $\left|\Sigma_{k}\right|$ is the number of all admissible patterns on $L_{k}$.
Proof. (3.10) is easily proved by induction. Then, for $0 \leq l \leq m^{*}$, within $\left(2^{n-k(l+1)}, 2^{n-k l}\right]$, by (3.8) and (3.10), it can be verified that there are

$$
\begin{aligned}
& \left(2^{n-k l}-2^{n-k(l+1)}\right)-\left[2^{n-k(l+1)-1}\left(2\left(2^{k}-1\right)-k\right)\right] \\
= & k\left(2^{n-k(l+1)-1}\right)
\end{aligned}
$$

vertices that are not used in deriving (3.7). Since

$$
\left[1,2^{n}\right]=\left(\bigcup_{l=0}^{m^{*}}\left(2^{n-k(l+1)}, 2^{n-k l}\right]\right) \bigcup\left[1,2^{n-k\left(m^{*}+1\right)}\right]
$$

It is easy to see that there are

$$
\begin{aligned}
& \left(\sum_{l=0}^{m^{*}} k\left(2^{n-k(l+1)-1}\right)\right)+2^{n-k\left(m^{*}+1\right)} \\
= & \frac{k}{2\left(2^{k}-1\right)}\left(2^{n}-2^{n-k\left(m^{*}+1\right)}\right)+2^{n-k\left(m^{*}+1\right)}
\end{aligned}
$$

vertices in $\left[1,2^{n}\right]$ that are not used in deriving (3.7).
Since two symbols 0 and 1 may appear on vertices in (3.11), the contribution to the entropy of these unused vertices is at most

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left[\left(\frac{k}{2\left(2^{k}-1\right)}\left(2^{n}-2^{n-k\left(m^{*}+1\right)}\right)+2^{n-k\left(m^{*}+1\right)}\right) \log 2\right] / 2^{n} \\
= & \frac{k}{2\left(2^{k}-1\right)} \log 2 .
\end{aligned}
$$

The upper estimate (3.12) of entropy follows.

Lemmas 3.5 and 3.6 yield the following result.

Theorem 3.7. The entropy $h\left(\mathbb{X}_{2}^{A}\right)$ is given by

$$
\begin{equation*}
h\left(\mathbb{X}_{2}^{A}\right)=\lim _{k \rightarrow \infty} \frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right| . \tag{3.13}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right| \leq h\left(\mathbb{X}_{2}^{A}\right) \leq \frac{1}{2\left(2^{k}-1\right)} \log \left|\Sigma_{k}\right|+\frac{k}{2\left(2^{k}-1\right)} \log 2 \tag{3.14}
\end{equation*}
$$

Proof. Lemmas 3.5 and 3.6 imply (3.14), and then (3.13) follows from (3.14) immediately.

Example 3.8. Consider the one-dimensional couple shifts $\mathbb{X}_{2}^{G} \equiv \mathbb{X}_{2} \bigcap \Sigma_{G}$ where

$$
G=\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]
$$

and $\Sigma_{G}$ is the golden mean shift.
Table 3.1 presents a numerical approximation of (3.14). For $n \geq 1$, let

$$
h^{(n)}\left(\mathbb{X}_{2}^{G}\right)=\frac{1}{2\left(2^{n}-1\right)} \log \left|\Sigma_{n}\right| \quad \text { and } \quad \bar{h}^{(n)}\left(\mathbb{X}_{2}^{G}\right)=h^{(n)}\left(\mathbb{X}_{2}^{G}\right)+\frac{n}{2\left(2^{n}-1\right)} \log 2
$$

| $n$ | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| $\left\|\Sigma_{n}\right\|$ | 9 | 237 | 213624 |
| $h^{(n)}\left(\mathbb{X}_{2}^{G}\right)$ | 0.366204 | 0.390576 | 0.409066 |
| $h^{(n)}\left(\mathbb{X}_{2}^{G}\right)$ | 0.597253 | 0.539107 | 0.501485 |

Table 3.1.
Remark 3.9. Whether or not $h\left(\mathbb{X}_{2}^{A}\right)$ can be expressed in explicit form, as in (1.5) for $h\left(\mathbb{X}_{2}^{0}\right)$ is not clear.

Now, the result for $\mathbb{X}_{2}^{A}$ is ready to extend to
$\mathbb{X}_{Q}^{A}=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1\}^{\mathbb{N}} \mid x_{k} x_{Q k}=0\right.$ for all $k \geq 1$ and $\left.\left(x_{1}, x_{2}, \cdots\right) \in \Sigma_{A}\right\}$ for any integer $Q \geq 3$.

From the study of $\mathbb{X}_{2}^{A}$, the main steps for $\mathbb{X}_{Q}^{A}$ are:
(I) $c_{c}$ Identify the lattice $M_{k}$ ( and $L_{k}$ ), which is the maximal connected graph of degree $k$. All $M_{k}(l), l \in \mathcal{I}_{Q}$, are disjoint.
$(\mathrm{II})_{c}$ Compute the unused vertices in

$$
\begin{equation*}
\mathcal{N}\left(Q^{n}\right) \backslash \bigcup_{l \in \mathcal{I}_{Q}} M_{k}(l) \tag{3.16}
\end{equation*}
$$

(III) ${ }_{c}$ Compute the number $\Sigma_{k}$ of admissible patterns on $L_{k}$.

Step $(\mathrm{I})_{c}$ gives lower bound of $h\left(\mathbb{X}_{Q}^{A}\right)$, and $(\mathrm{II})_{c}$ gives upper bound of $h\left(\mathbb{X}_{Q}^{A}\right)$. Then, $h\left(\mathbb{X}_{Q}^{A}\right)$ follows if the error term in (II) $c_{c}$ approaches zero as $n$ tends to infinity. To minimize the error in (II) ${ }_{c}$, the amount of unused lattices should be as small as
possible. Therefore, the choice of $M_{k}$ or the graph $L_{k}$ in (I) ${ }_{c}$ should be as large as possible as far as they are decoupled.
$\mathbb{X}_{3}^{A}$ can be used to illustrate the procedures. From

$$
\begin{equation*}
\mathbb{N}=\bigcup_{i \in \mathcal{I}_{3}} i \mathbb{M}_{3} \tag{3.17}
\end{equation*}
$$

the following Fig. 3.6 is drawn, which is corresponding to Fig. 3.1 for $\mathbb{X}_{2}^{A}$.


Figure 3.6.
Take $M_{3 ; 1}$ as being on one vertex. In Fig. 3.7, a maximal connected graph $M_{3 ; 2}$ with two horizontal vertices in $\bigcup_{1<i \in \mathcal{I}_{\mathcal{I}}} i \mathbb{M}_{3}$ can be identified as follows. Notably, $M_{3 ; 2}(4)$ and $M_{3 ; 2}(7)$ are mutually independent.


Figure 3.7.
Furthermore, $M_{3 ; 3}(4)$ can be constructed from $M_{3 ; 2}(4)$ as follows.


Figure 3.8.
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Similar to Definition 3.3 for $Q=2$, for any $Q \geq 3, M_{Q ; k}(l)$ can be defined as follows.

Definition 3.10. For any $Q \geq 3$ and $l \in \mathcal{I}_{Q}$, let $V_{Q ; 1}(l)=\{l, l+1, \cdots, l+Q-2\}$, and for $k \geq 1$, define

$$
V_{Q ; k+1}(l)=\left\{Q i, Q i \pm 1, Q i \pm 2, \cdots, Q i \pm(Q-1) \quad \mid \quad i \in V_{Q ; k}(l)\right\} .
$$

Then, let $M_{Q ; 1}(l)=V_{Q ; 1}(l)$ and for $k \geq 2$, define

$$
M_{Q ; k+1}(l) \equiv M_{Q ; k}(l) \cup V_{Q ; k+1}(l)
$$

For any $Q \geq 3$ and $k \geq 1$, denote $L_{Q ; k}$ be the degree $k$ blank lattice. The following lemma gives the number of the vertices of $L_{Q ; k}$, an extension of Lemma 3.6.

Lemma 3.11. For any $Q \geq 3$ and $k \geq 2$, the number $\left|L_{Q ; k}\right|$ of the vertices of $L_{Q ; k}$ is

$$
\begin{equation*}
\left|L_{Q ; k}\right|=\frac{Q\left(Q^{k}-1\right)}{Q-1}-k \tag{3.18}
\end{equation*}
$$

Proof. First, (3.18) is proven for the case $Q=3$. The other cases can be treated analogously.

For $Q=3$, let

$$
a_{3, n}=2 \cdot 3^{n}
$$

The blank lattice $L_{3 ; 2}$ can be obtained from $M_{3 ; 2}(4)$ in Fig. 3.7, and

$$
\left|L_{3 ; 2}\right|=a_{3,1}+\left(a_{3,1}+a_{3,2}\right)=10
$$

Now, $L_{3 ; 3}$ is obtained from $M_{3 ; 3}(4)$ in Fig. 3.8 and can be grouped as follows.


Figure 3.9.
According to Fig. 3.9, it is easy to see that

$$
\begin{aligned}
\left|L_{3 ; 3}\right| & =\sum_{l=1}^{3} \sum_{j=1}^{l} a_{3, j} \\
& =a_{3,1}+\left(a_{3,1}+a_{3,2}\right)+\left(a_{3,1}+a_{3,2}+a_{3,3}\right) \\
& =\left|L_{2 ; 2}\right|+26
\end{aligned}
$$

By induction, it can be proven

$$
\begin{equation*}
\left|L_{3 ; m}\right|=\left|L_{3 ; m-1}\right|+3^{m}-1 \tag{3.19}
\end{equation*}
$$

Therefore, (3.18) follows for $Q=3$.
For $Q=4, M_{4 ; 2}(5)$ is as in Fig. 3.10.


Figure 3.10.
Similarly, for any $Q \geq 4, M_{Q ; 2}(l)$ is given in Fig. 3.11.

$c_{1}=Q(l-1)+1, \quad c_{2}=Q l-1, \quad c_{3}=Q l+1, \quad c_{4}=Q(l+1)-1, \quad c_{5}=Q(l+1)+1$,
$c_{6}=Q(l+2)-1, \quad c_{7}=Q(l+2)+1, \quad c_{8}=Q(l+Q-2)-1, \quad c_{9}=Q(l+Q-2)+1, \quad c_{10}=Q(l+Q-1)-1$

$$
M_{Q ; 2}(l)
$$

Figure 3.11.
Define

$$
a_{Q, n}=(Q-1) Q^{n-1} .
$$

Careful mathematical induction proves (3.18). The details are omitted here.
Now, we can extend Theorem 3.7 to all $Q \geq 3$, as follows.
Theorem 3.12. For any $Q \geq 3$ and $k \geq 2$,

$$
\begin{equation*}
\frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{Q ; k}\right| \leq h\left(\mathbb{X}_{Q}^{A}\right) \leq \frac{Q-1}{Q\left(Q^{k}-1\right)}\left(\log \left|\Sigma_{Q ; k}\right|+k \log 2\right) \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(\mathbb{X}_{Q}^{A}\right)=\lim _{k \rightarrow \infty} \frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{Q ; k}\right| \tag{3.21}
\end{equation*}
$$

where $\Sigma_{Q ; k}$ is the set of all admissible patterns on $L_{Q ; k}$.
Proof. Given $k \geq 2$ and $n \geq 1, m^{*}$ is defined in (3.6). As the proof of Lemma 3.4, it can be verified that for $0 \leq l \leq m^{*}$, within $\left(Q^{n-k(l+1)}, Q^{n-k l}\right)$, the number of mutually independent copies of $M_{Q ; k}$ is $(Q-1) Q^{n-k(l+1)-1}$.

Hence, within $\left(1, Q^{n}\right)$, there are

$$
\begin{equation*}
\alpha_{Q ; k}(n) \equiv(Q-1) Q^{n-k-1}\left(1+\frac{1}{Q^{k}}+\frac{1}{Q^{2 k}}+\cdots+\frac{1}{Q^{m^{*} k}}\right) \tag{3.22}
\end{equation*}
$$

disjoint copies of $M_{Q ; k}(l)$ with $l \in \mathcal{I}_{Q}$.
As the proof of Lemma 3.6, by (3.18), the number of the remaining vertices that are not used in $\left[1, Q^{n}\right]$ is

$$
\frac{(Q-1) k}{Q\left(Q^{k}-1\right)}\left(Q^{n}-Q^{n-k\left(m^{*}+1\right)}\right)+Q^{n-k\left(m^{*}+1\right)}
$$

Therefore, the results follow immediately.
Like Theorem 2.10, Theorem 3.12 can be generalized to any number of symbols, any constraints $\mathcal{C}$ and any additive shifts of finite type $\Sigma_{A}$. Indeed, let
$\mathbb{X}_{Q}^{A}(N, \mathcal{C})$
$=\left\{\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in\{0,1, \cdots, N-1\}^{\mathbb{N}} \mid x_{k} x_{Q k} \in \mathcal{C}\right.$ for all $k \geq 1$ and $\left.\left(x_{1}, x_{2}, x_{3}, \cdots\right) \in \Sigma_{A}\right\}$,
where $\mathcal{C} \subseteq\left\{0,1, \cdots,(N-1)^{d}\right\}$ is a constraint set and $A$ is an $m \times m 0-1$ matrix.
Then, the following theorem can easily be obtained. The details of the proof are omitted.

Theorem 3.13. For any $Q \geq 2, \mathcal{C} \subseteq\left\{0,1, \cdots,(N-1)^{d}\right\}, N \geq 2, d \geq 1$ and $k \geq 2$,
(3.24)
$\frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{k}(Q ; A ; N, \mathcal{C})\right| \leq h\left(\mathbb{X}_{Q}^{A}(N, \mathcal{C})\right) \leq \frac{Q-1}{Q\left(Q^{k}-1\right)}\left(\log \left|\Sigma_{k}(Q ; A ; N, \mathcal{C})\right|+k \log N\right)$,
and

$$
\begin{equation*}
h\left(\mathbb{X}_{Q}^{A}(N, \mathcal{C})\right)=\lim _{k \rightarrow \infty} \frac{Q-1}{Q\left(Q^{k}-1\right)} \log \left|\Sigma_{k}(Q ; A ; N, \mathcal{C})\right|, \tag{3.25}
\end{equation*}
$$

where $\Sigma_{k}(Q ; A ; N, \mathcal{C})$ is the set of all admissible patterns on $L_{Q ; k}$, the constraint of the vertices on the bold lines in $L_{Q ; k}$ is given by $A$ and the constraint of the vertices on thin lines in $L_{Q ; k}$ is given by $N$ and $\mathcal{C}$.

## 4. Multi-dimensional coupled systems

This section discusses the multi-dimensional coupled systems and points out the difficulties when applying the method that works well for one-dimensional coupled systems.

The multi-dimensional coupled system is

$$
\begin{equation*}
\mathbb{X}_{\Gamma}^{A}=\mathbb{X}_{\Gamma}^{0} \bigcap \Sigma_{A} \tag{4.1}
\end{equation*}
$$

where $\mathbb{X}_{\Gamma}^{0}$ is a multiplicative integer system and $\Sigma_{A}$ is a shift of finite type. For clarity, only $\mathbb{X}_{2,3}^{A}$ is considered.

Recall the strategy for studying one-dimensional coupled system.
(I) For $k \geq 1$, choose a suitable admissible numbered lattice $M_{k}(l)$ as basic elements for $\mathbb{X}_{Q}^{A}$; see Fig. 3.2 for $\mathbb{X}_{2}^{A}$.
(II) For each $k \geq 1$, split the natural numbers $\mathbb{N}$ into two parts:

$$
\begin{equation*}
\mathbb{N}=U_{k} \cup W_{k} \tag{4.2}
\end{equation*}
$$

where $U_{k}$ is used to select the mutually independent admissible numbered lattice $M_{k}(l)$ for approximating the entropy, and $W_{k}$ is the set of the cells that is removed from $\mathbb{N}$ to achieve independence of $M_{k}(l)$ in $U_{k}$. Good splittings require

$$
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\left|W_{k} \cap[1, n]\right|}{\left|U_{k} \cap[1, n]\right|}=0
$$

see Lemmas 3.4 and 3.6 and Theorems 3.7 and 3.12.
(III) Finally, compute the number of members of the set

$$
\begin{equation*}
\mathcal{M}_{k}=\left\{M_{k}(l) \subset U_{k} \mid l \in \mathcal{I}_{\Gamma}\right\} . \tag{4.4}
\end{equation*}
$$

Let

$$
\alpha_{k}(n)=\left|\mathcal{M}_{k} \cap[1, n]\right|,
$$

and

$$
\alpha_{k}^{*}=\lim _{n \rightarrow \infty} \frac{\alpha_{k}(n)}{n} .
$$

Then, the number $\alpha_{k}^{*} \log \left|\Sigma_{k}\right|$ is an approximation to the entropy of $\mathbb{X}_{Q}^{A}$, where $\Sigma_{k}$ is the set of all admissible patterns on $M_{k}$. For $\mathbb{X}_{2}^{A}$, see Lemma 3.4.

For multi-dimensional cases, firstly observe topological effect of dimensionality. Consider the model system

$$
\begin{equation*}
\mathbb{X}_{2,3}^{A}=\mathbb{X}_{2,3}^{0} \cap \Sigma_{A}, \tag{4.5}
\end{equation*}
$$

where $\mathbb{X}_{2,3}^{0}$ is given by (2.1) and $\Sigma_{A}$ is a shift of finite type. $M_{k}$ is the L-shaped $k$-cell numbered lattices given in Table 2.1 and Fig. 2.1. $\mathcal{I}_{2,3}=\{6 k+1,6 k+5\}_{k=0}^{\infty}$ is given in (2.5), and then $\mathbb{N}=\bigcup_{i \in \mathcal{I}_{2,3}} i \mathbb{M}_{2,3}$ given in (2.6) is obtained.

Recall $i M_{k}, k \in\{1,2,3,4\}$, as follows.
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Figure 4.1.
Two sets $M$ and $M^{\prime}$ of natural integers are called consecutive or connected if there exist $m \in M$ and $m^{\prime} \in M^{\prime}$ such that

$$
\begin{equation*}
\left|m-m^{\prime}\right|=1 \tag{4.6}
\end{equation*}
$$

First, we prove the consecutive results for $i M_{k}, i \in \mathcal{I}_{2,3}$ and $1 \leq k \leq 4$.
Lemma 4.1. For any $l \geq 0$, the following pairs are consecutive:
(1) (i) $(6 l+1) M_{2}$ and $(12 l+1) M_{1}, \quad$ (ii) $(6 l+5) M_{2}$ and $(12 l+11) M_{1}$,
(2) (i) $(24 l+5) M_{3}$ and $(36 l+7) M_{2}$, (ii) $(24 l+11) M_{3}$ and $(36 l+17) M_{2}$ (iii) $(24 l+13) M_{3}$ and $(36 l+19) M_{2}, \quad$ (iv) $(24 l+19) M_{3}$ and $(36 l+29) M_{2}$,
(3) (i) $(18 l+1) M_{4}$ and $(72 l+5) M_{1}$, (ii) $(18 l+17) M_{4}$ and $(72 l+67) M_{1}$,
(4) (i) $(54 l+23) M_{4}$ and $(72 l+31) M_{3}$, (ii) $(54 l+31) M_{4}$ and $(72 l+41) M_{3}$.

Proof. That all pairs $i M_{k}$ and $j M_{l}$ satisfy

$$
\begin{equation*}
|i k-j l|=1 \tag{4.7}
\end{equation*}
$$

can be straightforwardly verified; consecutiveness follows.
The consequence of Lemma 4.1 is that $\left\{i M_{4}\right\}_{i \in \mathcal{I}_{2,3}}$ are tied closely. The following proposition is asserted.
Proposition 4.2. For each $i \in \mathcal{I}_{2,3}$, a decreasing finite sequence $\left\{i_{k}\right\}_{k=0}^{N} \subset \mathcal{I}_{2,3}$ with $i_{0}=i$ and $i_{N}=1$ exists such that $i_{k} M_{4}$ and $i_{k+1} M_{4}$ are consecutive for each $0 \leq k \leq N$.
Proof. It is easy to verified that

$$
\begin{align*}
\mathcal{I}_{2,3} & =\{6 k+1,6 k+5\}_{k=0}^{\infty}  \tag{4.8}\\
& =\{12 m+1,12 m+5,12 m+7,12 m+11\}_{m=0}^{\infty} .
\end{align*}
$$

Now,

$$
\begin{align*}
& \{12 m+5\}_{m=0}^{\infty} \\
= & \{72 l+5,72 l+17,72 l+29,72 l+41,72 l+53,72 l+65\}_{l=0}^{\infty} . \tag{4.9}
\end{align*}
$$

and

$$
\begin{align*}
& \{12 m+7\}_{m=0}^{\infty}  \tag{4.10}\\
= & \{72 l+7,72 l+19,72 l+31,72 l+43,72 l+55,72 l+67\}_{l=0}^{\infty} .
\end{align*}
$$

Firstly, we show that for any $i \in \mathcal{I}_{2,3}, i M_{4}$ is consecutive to $i_{1} M_{4}$ for some $i_{1} \in \mathcal{I}_{2,3}$ with $i_{1}<i$ by taking one of the pairs which appear in (1)~(4) in Lemma 4.1.

Indeed, if $i=12 m+1$ or $i=12 m+11$, then $i M_{1}$ is consecutive to $j M_{2}$ by choosing $j=6 m+1$ or $j=6 m+5$ in (1) (i) and (ii), respectively. If $i=12 m+5$, then (4.9) and Lemma 4.1 implies $(72 l+5) M_{1},(72 l+17) M_{2},(72 l+53) M_{2},(72 l+29) M_{2}$, $(72 l+65) M_{2}$ and $(72 l+41) M_{3}$ can be consecutive to $j M_{q}$ which appears in (2), (3) and (4) of Lemma 4.1. Similar results hold for $i=12 m+7$ by using (4.10) and the results in (2), (3) and (4) of Lemma 4.1.

By induction, there is a finite sequence $i_{2}>i_{3}>\cdots>i_{N}=1$ such tat $i_{k} \in \mathcal{I}_{2,3}$ with $i_{k} M_{4}$ and $i_{k+1} M_{4}$ are consecutive for each $4 \leq k \leq N$. The proof is complete.

The consecutive diagram of $\left\{i M_{4}\right\}$ for $i \in[1,19] \cap \mathcal{I}_{2,3}$ is drawn in Fig. 4.2 (i). Furthermore, the projection of consecutive diagram of $\left\{i M_{4}\right\}$ in $\mathcal{I}_{2,3}$ for $i \in$ $[1,41] \cap \mathcal{I}_{2,3}$ is drawn in Fig. 4.2 (ii).


Figure 4.2 (i).


Figure 4.2 (ii).

In the following, the consecutiveness of $i M_{4}, i \in \mathcal{I}_{2,3}$, is considered further. Indeed, $i M_{4}$ looks like an octopus with eight arms.


Figure 4.3.
Whether these arms can reach some $j M_{4}$ is of interest, as a determination would reveal which elements in $\{i \pm 1,2 i \pm 1,3 i \pm 1,4 i \pm 1$,$\} belong to l \mathcal{I}_{2,3}$ with $l \in$ $\{1,2,3,4\}$. The following proposition provides the answers.

Proposition 4.3. For any $k \geq 0$,
(A) $i=6 k+1$,
(I) (i) if $k=2 l, i+1 \in 2 \mathcal{I}_{2,3}$
(ii) if $k=4 l+3, i+1 \in 4 \mathcal{I}_{2,3}$
(II) (i) (a) if $k=3 l, 2 i+1 \in 3 \mathcal{I}_{2,3}$
(b) if $k=3 l+1,2 i+1 \in 3 \mathcal{I}_{2,3}$
(ii) (a) if $k=3 l, 2 i-1 \in \mathcal{I}_{2,3}$
(b) if $k=3 l+1,2 i-1 \in \mathcal{I}_{2,3}$
(III) (i) if $k=2 l+1,3 i+1 \in 2 \mathcal{I}_{2,3}$
(ii) (a) if $k=2 l, 3 i-1 \in 2 \mathcal{I}_{2,3}$
(b) if $k=4 l+1,3 i-1 \in 4 \mathcal{I}_{2,3}$
(IV) (i) $4 i+1 \in \mathcal{I}_{2,3}$
(ii) (a) if $k=3 l, 4 i-1 \in 3 \mathcal{I}_{2,3}$
(b) if $k=3 l+2,4 i-1 \in 3 \mathcal{I}_{2,3}$
(B) $i=6 k+5$,
(I) (i) if $k=2 l+1, i-1 \in 2 \mathcal{I}_{2,3}$
(ii) if $k=4 l, i-1 \in 4 \mathcal{I}_{2,3}$
(II) (i) $2 i+1 \in \mathcal{I}_{2,3}$
(ii) (a) if $k=3 l+1,2 i-1 \in 3 \mathcal{I}_{2,3}$
(b) if $k=3 l+2,2 i-1 \in 3 \mathcal{I}_{2,3}$
(III) (i) (a) if $k=4 l+2,3 i+1 \in 4 \mathcal{I}_{2,3}$
(b) if $k=2 l+1,3 i+1 \in 2 \mathcal{I}_{2,3}$
(ii) (a) if $k=2 l, 3 i-1 \in 2 \mathcal{I}_{2,3}$
(b) if $k=4 l+3,3 i-1 \in 4 \mathcal{I}_{2,3}$
(IV) (i) (a) if $k=3 l, 4 i+1 \in 3 \mathcal{I}_{2,3}$
(b) if $k=3 l+2,4 i+1 \in 3 \mathcal{I}_{2,3}$
(ii) $4 i-1 \in \mathcal{I}_{2,3}$.

Proof. The proof is straightforward and omitted.

From Proposition 4.3, there are 12 cases for each $i=6 k+1$ and $i=6 k+5$; see the following Table 4.1. Notably, in Tables 4.1, (i) and (ii) are symmetric in $l j \pm 1$ of $12 m+j$ and $l j \mp 1$ of $12 n+(12-j-1)$.

For $i=6 k+1$,

| $k$ | $4 i+1$ | $4 i-1$ | $3 i+1$ | $3 i-1$ | $2 i+1$ | $2 i-1$ | $i+1$ | $i-1$ | up | down |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $12 m$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 4 | 3 |
| $12 m+1$ | $\mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  |  | 3 | 2 |
| $12 m+2$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 4 | 1 |
| $12 m+3$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ |  | 4 | 2 |
| $12 m+4$ | $\mathcal{I}_{2,3}$ |  | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 3 | 3 |
| $12 m+5$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ |  |  | 4 | 1 |
| $12 m+6$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 4 | 2 |
| $12 m+7$ | $\mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ |  | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ |  | 3 | 2 |
| $12 m+8$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 4 | 2 |
| $12 m+9$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | 2I $_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  |  | 4 | 2 |
| $12 m+10$ | $\mathcal{I}_{2,3}$ |  |  | $2 \mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | 3 | 2 |
| $12 m+11$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  |  | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ |  | 4 | 1 |

up: the number of upward arms
down: the number of downward arms
Table 4.1 (i).
and for $i=6 k+5$,

| $k$ | $4 i+1$ | $4 i-1$ | $3 i+1$ | $3 i-1$ | $2 i+1$ | $2 i-1$ | $i+1$ | $i-1$ | up | down |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $12 n$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  |  | $4 \mathcal{I}_{2,3}$ | 4 | 1 |
| $12 n+1$ |  | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | 3 | 2 |
| $12 n+2$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  |  | 4 | 2 |
| $12 n+3$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  |  | $2 \mathcal{I}_{2,3}$ | 4 | 2 |
| $12 n+4$ |  | $\mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $4 \mathcal{I}_{2,3}$ | 3 | 2 |
| $12 n+5$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | 4 | 2 |
| $12 n+6$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  |  |  | 4 | 1 |
| $12 n+7$ |  | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | 3 | 3 |
| $12 n+8$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $4 \mathcal{I}_{2,3}$ | 4 | 2 |
| $12 n+9$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ |  | $\mathcal{I}_{2,3}$ |  |  | $2 \mathcal{I}_{2,3}$ | 4 | 1 |
| $12 n+10$ |  | $\mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  |  | 3 | 2 |
| $12 n+11$ | $3 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $2 \mathcal{I}_{2,3}$ | $4 \mathcal{I}_{2,3}$ | $\mathcal{I}_{2,3}$ | $3 \mathcal{I}_{2,3}$ |  | $2 \mathcal{I}_{2,3}$ | 4 | 3 |

Table 4.1 (ii).
The following examples are five graphs that have the different numbers of upward arms and downward arms in Table 4.1.
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## Example 4.4.


(a) 4 upward arms and 3 downward arms

(c) 3 upward arms and 3 downward arms

(e) 3 upward arms and 2 downward arms

Figure 4.4.

Now, consider the splitting procedure (II) again. For the one-dimensional coupled system $\mathbb{X}_{2}^{A}$, the two-dimensional graph in Fig. 3.1 looks like a bamboo-blind. The horizontal lines $i \mathcal{I}_{2}$ are the bamboo sticks and the zigzag lines are the strings that tie the sticks together. For each $k \geq 1$, taking $\left\{i M_{k}\right\}_{i \in \mathcal{I}_{2}}$, the blind falls apart into infinitely-many pieces. These disjoint pieces are mutually independent and are used to estimate the lower bound of the entropy.

In the two-dimensional coupled system $\mathbb{X}_{2,3}^{A}$, for each $k \geq 4$, the numbers in $G_{k} \equiv\left\{i M_{k}\right\}_{i \in \mathcal{I}_{2,3}}$ are taken as the vertices; the horizontal edges are segments in $i M_{k}$, and the vertical edges are segments that connect the consecutive numbers in $G_{k}$; see Fig. 4.2 (i) for $k=4$ and $1 \leq i \leq 19$. Figure 4.2 (ii) is a projection of the graph in $\mathcal{I}_{2,3}$ for $k=4$ and $1 \leq i \leq 41$. From Propositions 4.2 and 4.3 , for each $k \geq 4, G_{k}$ is a fully connected graph. This paper does not find any means to split $G_{k}$ into two parts:

$$
G_{k}=U_{k} \bigcup W_{k}
$$

where $U_{k}$ is the set of mutually independent subgraphs of $G_{k}$, and $W_{k}=G_{k} \backslash U_{k}$, so (4.3) holds.

From Propositions 4.2 and 4.3 , for $k \geq 4$, the connections among the vertices in $G_{k}$ are quite complicated. Then, the topology of $G_{k}$ is far away from $L_{k} \times \mathbb{Z}^{1}$, a standard three-dimensional lattice. Previous results concerning pattern generation problems cannot apply successfully [5, 6, 7]. A better understanding of $G_{k}$ is required before dealing with $\mathbb{X}_{2,3}^{A}$.
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## References

[1] J.C. Ban, C.H. Chang and S.S. Lin, On The Structure of Multi-Layer Cellular Neural Networks, J. Differential Equations, 252, no. 8, (2012) 4563-4597.
[2] J.C. Ban, C.H. Chang, S.S. Lin and Y.H. Lin, Spatial complexity in multi-layer cellular neural networks, J. Differential Equations, 246, (2009) 552-580.
[3] J.C. Ban, W.G. Hu, S.S. Lin and Y.H. Lin, Zeta functions for two-dimensional shifts of finite type, Memo. Amer. Math. Soc., 221, no. 1037 (2013).
[4] J.C. Ban, W.G. Hu, S.S. Lin and Y.H. Lin, Verification of mixing properties in twodimensional shifts of finite type, Preprint arXiv:1112.2471.
[5] J.C. Ban and S.S. Lin, Patterns generation and transition matrices in multi-dimensional lattice models, Discrete Contin. Dyn. Syst. 13, no. 3, (2005) 637-658.
[6] J.C. Ban, S.S. Lin and Y.H. Lin, Patterns generation and spatial entropy in two dimensional lattice models, Asian J. Math. 11, no. 3, (2007) 497-534.
[7] J.C. Ban, S.S. Lin and Y.H. Lin, Three-dimensional cellular neural networks and pattern generation problems, International J. Bifurcation and Chaos. 18, no. 4, (2008) 957-984.
[8] R. Bowen, Topological entropy for noncompact sets, Trans. Amer. Math. Soc., 184 (1973) 125-136.
[9] M. Boyle, R. Pavlov and M. Schraudner, Multidimensional sofic shifts without separation and their factors, Trans. Amer. Math. Soc. 362, (2010) 4617-4653.
[10] R. Burton and J. E. Steif, Non-uniqueness of measures of maximal entropy for subshifts of finite type, Ergodic Theory Dynamic Systems 14, no. 2, (1994) 213-235.
[11] R. Burton and J. E. Steif, New results on measures of maximal entropy, Israel J. Math. 89, (1995) 275-300.
[12] S.N. Chow, J. Mallet-paret and E.S. Van Vleck, Pattern formation and spatial chaos in spatially discrete evolution equations, Random Comput. Dynam. 4, (1996) 109-178.
[13] A.H. Fan, Some aspects of multifractal analysis, Preprint.
[14] A.H. Fan, L.M. Liao and J.H. Ma, Level sets of multiple ergodic averages, Monatsh. Math. 168 (2012) 17-26.
[15] A.H. Fan, J. Schmeling and M. Wu, Multifractal analysis of multiple ergodic averages, C. R. Math. Acad. Sci. Paris 349, (2011) 961-964.
[16] D.J. Feng and W. Huang, Variational principles for topological entropies of subsets, Journal of Functional Analysis 263 (2012) 2228-2254.
[17] B. Grünbaum and G. C. Shephard, Tilings and Patterns, New York: W. H. Freeman, (1986).
[18] O. Häggström, A Subshift of Finite Type that is Equivalent to the Ising Model, Ergodic Theory and Dynamical Systems 15, (1995) 543-556.
[19] N. T. A. Haydn and D. Ruelle, Equivalence of Gibbs and equilibrium states for homeomorphisms satisfying expansiveness and specification, Comm. Math. Phys. 148, (1992) 155-167.
[20] M. Hochman and T. Meyerovitch, A characterization of the entropies of multidimensional shifts of finite type, Annals of Mathematics 171, (2010) 2011-2038.
[21] W.G. Hu and S.S. Lin, Zeta functions for higher-dimensional shifts of finite type, International J. of Bifurcation and Chaos 19, no. 11, (2009) 3671-3689.
[22] W.G. Hu and S.S. Lin, Nonemptiness problems of plane square tiling with two colors, Proc. Amer. Math. Soc. 139, (2011) 1045-1059.
[23] B. Host and B. Kra, Nonconventional ergodic averages and nilmanifolds, Annals of Math. 161, (2005) 397-488.
[24] J. Juang and S.S. Lin, Cellular Neural Networks: Mosaic pattern and spatial chaos, SIAM J. Appl. Math. 60, no. 3, (2000) 891-915.
[25] R. Kenyon, Y. Peres, and B. Solomyak, Hausdorff dimension of the multiplicative golden mean shift, C. R. Math. Acad. Sci. Paris, 349, (2011) 625-628.
[26] R. Kenyon, Y. Peres and B. Solomyak, Hausdorff dimension for fractals invariant under the multiplicative integers, Ergodic Theory Dynam. Sys. 32, (2012) 1567-1584.
[27] S. J. Lightwood, Morphisms from non-periodic $\mathbb{Z}^{2}$ subshifts I: constructing embeddings from homomorphisms, Ergodic Theory and Dynamical Systems 23, (2003) 587-609.
[28] S. J. Lightwood, Morphisms from non-periodic $\mathbb{Z}^{2}$ subshifts II: constructing homomorphisms to square-filling mixing shifts of finite type, Ergodic Theory and Dynamical Systems 24, (2004) 1227-1260.
[29] S.S. Lin and T.S. Yang, On the spatial entropy and patterns of two-dimensional cellular neural networks, International J. of Bifurcation and Chaos. 12, (2002) 115-128.
[30] D. Lind, A zeta function for $\mathbb{Z}^{d}$-actions, London Math. Soc. Lecture Note Series 228, Cambridge Univ. Press, (1996) 433-450.
[31] D. Lind and B. Marcus, An introduction to symbolic dynamics and coding, Cambridge University Press, Cambridge, (1995).
[32] N. G. Markley and M. E. Paul, Maximal measures and entropy for $Z^{\nu}$ subshift of finite type, Classical Mechanics and Dynamical Systems, Lecture Notes in Pure and Appl. Math. 70 (Medford, Mass.), (1979) 135-157.
[33] Y. Pesin and H. Weiss, The multifractal analysis of Birkhoff averages and large deviation, in "Global Analysis of Dynamical Systems", Inst. Phys., Bristol, (2001) 419-431.
[34] Y. Peres, J. Schmeling, S. Seuret and B. Solomyak, Dimensions of some fractals defined via the semigroup generated by 2 and 3, to appear in Israel Journal of Mathematics.
[35] Y. Peres, B. Solomyak, Dimension spectrum for a nonconventional ergodic average, Real Analysis Exchange 37, (2012) 375-388.
[36] A. N. Quas and P. B. Trow, Subshifts of multidimensional shifts of finite type, Ergodic Theory and Dynamical Systems 20, (2000) 859-874.
[37] D. Ruelle, Thermodynamic Formalism, Encyclopedia of Math and its Appl, Vol 5. AddisonWesley, Reading, Massachussetts (1978).
[38] N. J. A. Sloane and S. Plouffe, The encyclopedia of integer sequences, Academic Press, 1995.
[39] T. Ward, Automorphisms of $\mathbb{Z}^{d}$-subshifts of finite type, Indag. Math., New Ser. 5, no. 4, (1994) 495-504.
[40] T. Ward, Zeta functions for higher-dimensional actions, preprint, University of East Anglia, March, 1994.

Department of Applied Mathematics, National Dong Hwa University, Hualien 97401, Taiwan

E-mail address: jcban@mail.ndhu.edu.tw
Department of Applied Mathematics, National Chiao Tung University, Hsinchu 300, Taiwan

E-mail address: wghu@mail.nctu.edu.tw
Department of Applied Mathematics, National Chiao Tung University, Hsinchu 300, TAIWAN

E-mail address: sslin@math.nctu.edu.tw


[^0]:    *The first author would like to thank the National Science Council, R.O.C. (Contract No. NSC 100-2115-M-259-009-MY2) and the National Center for Theoretical Sciences for partially supporting this research.
    ${ }^{\star \star}$ The second author would like to thank the National Science Council, R.O.C. and the ST Yau Center for partially supporting this research.
    ${ }^{\dagger}$ The third author would like to thank the National Science Council, R.O.C. (Contract No. NSC $98-2115-\mathrm{M}-009$ ) and the ST Yau Center for partially supporting this research.

