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PATTERN GENERATION PROBLEMS ARISING IN

MULTIPLICATIVE INTEGER SYSTEMS

JUNG-CHAO BAN�, WEN-GUEI HU��, AND SONG-SUN LIN†

Abstract. This study investigates a multiplicative integer system by using
a method that was developed for studying pattern generation problems. The
entropy and the Minkowski dimensions of general multiplicative systems can
thus be computed. A multi-dimensional decoupled system is investigated in
three main steps. (I) Identify the admissible lattices of the system; (II) com-
pute the density of copies of admissible lattices of the same length, and (III)
compute the number of admissible patterns on the admissible lattices.

A coupled system can be decoupled by removing the multiplicative relation
set and then performing procedures similar to those applied to a decoupled
system. The admissible lattices are chosen to be the maximum graphs of dif-
ferent degrees which are mutually independent. The entropy can be obtained
after the remaining error term is shown to approach zero as the degree of the
admissible lattice tends to infinity.

1. Introduction

Multiplicative integer systems have been intensively studied in recent years;
see [13, 14, 15, 23, 25, 26, 33, 34, 35] and the references therein. One of the main
related issues is to compute Minkowski (box) dimension and Hausdorff dimension of
such systems and to compare them. These two dimensions are equal in an additive
shift. However, for most known examples of multiplicative integer systems, they
are different. Since the computations of these two dimensions are difficult, effective
methods for computing these dimensions for general multiplicative systems must
be developed.
This investigation is motivated directly by the work of Kenyon et al. [26], who

utilized a variational method to obtain the results on

(1.1) X02 =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkx2k = 0 for all k ≥ 1
}
,

and also pointed out that the method fails for the system

(1.2) X02,3 =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkx2kx3k = 0 for all k ≥ 1
}
.

This work provides an approach to general multiplicative systems, including (1.1)
and (1.2).

�The first author would like to thank the National Science Council, R.O.C. (Contract No.
NSC 100-2115-M-259-009-MY2) and the National Center for Theoretical Sciences for partially
supporting this research.

��The second author would like to thank the National Science Council, R.O.C. and the ST
Yau Center for partially supporting this research.

†The third author would like to thank the National Science Council, R.O.C. (Contract No.

NSC 98-2115-M-009) and the ST Yau Center for partially supporting this research.
1



2 JUNG-CHAO BAN�, WEN-GUEI HU��, AND SONG-SUN LIN†

This study emphasizes the computation of entropy h(X) of the multiplicative
system X. Let N be the number of the symbols of system X. The Minkowski
dimension dimM (X) is given by

(1.3) dimM (X) =
1

logN
h(X),

where

(1.4) h(X) = lim
m→∞

1

m
log |Xm|,

Xm is the set of m-blocks in X and |Xm| is the number of Xm.
Definition (1.4) is standard for symbolic dynamical systems [31], and it specifies

the growth rate of |Xm|. However, X is not invariant under the shift map σ. Bowen
[8] used (n, ε)-spanning and (n, ε)-separation sets to define the topological entropy
hB
top(T, Z) for an arbitrary set Z in a topological dynamical system (X,T ). If X is a

shift space with the shift map σX , then the topological entropy hB
top(σX , X) equals

the entropy h(X) [31]. Hence, hB
top(σX,X) = h(X). Recently, Feng and Huang

[16] defined several topological entropies of subsets Z in a topological dynamical
system (X,T ). In particular, they defined the upper capacity topological entropy
hUC
top (T, Z) and packing topological entropy hP

top(T, Z). The variational principle

for those entropies are proved therein. For any Z ⊆ X , hB
top(T, Z) ≤ hP

top(T, Z) ≤

hUC
top (T, Z) [16]. If Z is T -invariant and compact, then they are coincident.
The multi-dimensional shifts of finite type have been studied intensively; see

[9, 10, 11, 12, 17, 18, 19, 20, 27, 28, 30, 31, 32, 36, 37, 39, 40] and the references
therein. Among them, the authors studied pattern generation problems on multi-
dimensional shifts of finite type and developed some efficient means of studying
the generation of admissible patterns, and then computing the topological entropy;
see [1, 2, 3, 4, 5, 6, 7, 21, 22, 24, 29]. This study shows that these methods can
be used to study the multi-dimensional decoupled systems and one-dimensional
coupled systems of multiplicative integers, including X02,3.
To illustrate our method, (1.1) is investigated first. The topological entropy

h(X02) has been shown to be

(1.5) h(X02) =
∞∑
k=1

1

2k+1
log ak,

where ak is a Fibonacci number with a1 = 2, a2 = 3 and ak+1 = ak + ak−1 for
all k ≥ 2 [14]. The derivation of (1.5) is as follows. Denote by the multiplicative
relation set M2 of the integers of 2-power, i.e.,

(1.6) M2 = {1, 2, 4, 8, 16, 32, · · · , 2
n, · · · } .

Denote by the complementary index set I2 of X02 that contains all positive odd
integers:

(1.7) I2 = {n ∈ N | 2 � n} = {2k + 1}∞k=0 .

The set of all natural number N can now be rearranged into
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(1.8) N =
⋃
i∈I2

iM2,

where iM2 =
{
i, 2i, 22i, · · · , 2ni, · · ·

}
. Clearly,

(1.9) iM2 ∩ jM2 = ∅

if i, j ∈ I2 and i �= j. More precisely, the right-hand side of (1.8) can be expressed
as an N× N table, Table 1.1.

1 2 4 8 16

3

5

7

9

11

13

15

6

10

14

12

17

20

24

18

22

26

30

28

36

44

40

32

48

M2

I2

Table 1.1.

On integer lattice Z1, for k ≥ 1, a k-lattice Zk can be represented by k-cells as
Fig. 1.1 (a) for drawing numbers or k-vertices as Fig. 1.1 (b) for drawing graph
latter.

· · ·

Zk Zk

Figure 1.1 (a). Figure 1.1 (b).

Let Mk and iMk be the numbered lattices of the first k elements in M2 and in iM2

on the Zk, respectively.

· · ·· · ·1 2 4 2k−1 i 2i 4i 2k−1i

Mk iMk

Figure 1.2.

Let

(1.10) N (m) = {k ∈ N | 1 ≤ k ≤ m} ,

be the set of natural numbers that are less than or equal to m. For each n ≥ 1 and
1 ≤ i ≤ 2n, let
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(1.11) kn(i) = max
{
k | i2k ≤ 2n

}
= log2

⌊
2n

i

⌋
,

where 	x
 is the largest integer that is less than or equal to x.
Then, from Table 1.1, it is clear that

(1.12) N (2n) =
⋃

i∈I2,1≤i≤2n

iMkn(i).

For example, for n = 4, from Table 1.1,

(1.13) N (24) = M5∪ (3M3)∪ (5M2)∪ (7M2)∪ (9M1)∪ (11M1)∪ (13M1)∪ (15M1).

In terms of blank lattices, the numbers in N (24) lie on

(1.14) one copy of Z5, one copy of Z3, two copies of Z2 and 2
2 copies of Z1.

The result of general N (2n) follows from the following proposition, which can be
easily proven by mathematical induction.

Proposition 1.1. For integers Q ≥ 2 and n ≥ 1,

(1.15) Qn = (n+ 1) + n(Q− 2) + (Q− 1)2
n−1∑
k=1

kQn−1−k.

In particular,

(1.16) 2n = (n+ 1) +

n−1∑
k=1

k2n−1−k.

Therefore, (1.16) states that the numbers in N (2n) are spread out on blank
lattices with one copy of Zn+1 and 2n−1−k copies of Zk, 1 ≤ k ≤ n − 1. In
particular, setting n = 4 in (1.16) yields (1.14).
Now, consider again system X02 and the target formula (1.5). For any n ≥ 1, let

Xn be the set of all admissible n-sequences in X02:

(1.17) Xn =
{
(x1, x2, · · · , xn) ∈ {0, 1}

Zn | xkx2k = 0 for all k ≥ 1 and 2k ≤ n
}
.

Our purpose is to compute |Xn|, which is the number of elements in (1.17). The
entropy h(X02) follows from

(1.18) h(X02) = lim
n→∞

1

n
log |Xn|.

The constraint

(1.19) xkx2k = 0

in (1.17) is the admissible condition of golden-mean shift on Z1, and it states that
symbol 1 is not allowed to follow symbol 1 immediately. Then, the forbidden set
on Z2 is { 1 1 }. The transition matrix is
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(1.20) G =

[
1 1
1 0

]
.

Le Σk be the set of all admissible patterns on Zk with respect to (1.20); then

(1.21) |Σk| = ak,

which is the k-th Fibonacci number. Since the constraint (1.19) applies to each
iM2 independently for i ∈ I2,

(1.22) |X2n | = |Σn+1|
n−1∏
k=1

|Σk|
2n−1−k

,

which implies

(1.23)
1

2n
log |X2n | =

1

2n
an+1 +

n−1∑
k=1

1

2k+1
log ak.

Hence (1.5) follows easily from (1.23).
By the similar argument, (1.15) of Proposition 1.1 also recovers the following

results [14].

Theorem 1.2. For any Q ≥ 2, denote the multiplicative integers system

(1.24) X0Q =
{
(x1, x2, · · · ) ∈ {0, 1}

N | xkxQk = 0 for all k ≥ 1
}
,

then

(1.25) h(X0Q) = (Q− 1)2
∞∑
k=1

1

Qk+1
log ak.

Consideration of the above reveals the following three main parts of our study
of X02.

(I) Identify the numbered lattice Mk and the admissible blank lattice Zk from
the given system; see Figs. 1.1 and 1.2.

(II) Compute the numbers of copies of independent admissible lattices of the
same length; see formulae (1.15) and (1.16).

(III) Determine the set of all admissible patterns Σk, which can be generated on
Zk, and compute the number of |Σk|.

Notably, step (III) in the study of X02 is the classical one-dimensional pattern
generation problem; see [31].
Based on the above observations, the rest of this paper will consider the following

two classes of systems.

(i) Multi-dimensional decoupled systems like

(1.26) X02,3 =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkx2kx3k = 0 for all k ≥ 1
}
.
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(ii) One-dimensional coupled systems like

(1.27) XA
2 = {(x1, x2, · · · ) ∈ ΣA | xkx2k = 0 for all k ≥ 1} ,

i.e.,

(1.28) XA
2 = X02 ∩ ΣA,

where ΣA is a proper additive shift of finite type.

First, consider multi-dimensional decoupled systems. Let

(1.29) 1 < γ1 < γ2 < · · · < γd

be natural numbers, d ≥ 2, such that γi and γj are relatively prime for all i < j,
i.e.,

(1.30) (γi, γj) = 1

for all 1 ≤ i < j ≤ d, where (a, b) is the greatest common divisor of natural numbers
a and b.
Denote by

(1.31) Γ ≡ Γd = {γ1, γ2, · · · , γd}

and

(1.32)
X0Γ ≡ X0γ1,γ2,··· ,γd

=
{
(x1, x2, x3, · · · ) ∈ {0, 1}N | xkxγ1kxγ2k · · ·xγdk = 0 for all k ≥ 1

}
.

Let

(1.33)
MΓ ≡ {γm1

1 γm2

2 · · · γmd

d | mj ≥ 0}

≡ {qk}
∞

k=1

with qk < qj if k < j.
Then, (1.33) defines a sequence of d-dimensional numbered lattices Mk of k

cells. The blank lattices Lk are defined analogously; see (2.4) and (2.32). The
complementary index set IΓ of MΓ is defined by

(1.34) IΓ = {n ∈ N | γj � n, 1 ≤ j ≤ d} .

Hence,

(1.35) N =
⋃
i∈IΓ

iMΓ.

The following theorem for multi-dimensional decoupled system is proven in The-
orem 2.6.
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Theorem 1.3. Let Γ = {γ1, γ2, · · · , γd} satisfy (1.29) and (1.30). Then the entropy
of X0Γ is given by

(1.36) h(X0Γ) =
∞∑
k=1

βΓ

(
1

qk
−

1

qk+1

)
log |Σk|,

where

(1.37) βΓ =
� (IΓ ∩ [1, γ1γ2 · · · γd])

γ1γ2 · · · γd
.

Finally, consider one-dimensional coupled system:

(1.38) XA
Q ≡ X0Q ∩ΣA,

where ΣA is a shift of finite type generated by transition matrix A.
Denote by LQ;k the degree k blank lattice of the admissible numbered lattice

Mk(l); see Fig. 3.2 for Q = 2 and Figs. 3.7 and 3.8 for Q = 3. The following
theorem are proven by Theorems 3.7 and 3.12.

Theorem 1.4. For any Q ≥ 2 and k ≥ 2,

(1.39)
Q − 1

Q (Qk − 1)
log |ΣQ;k| ≤ h(XA

Q) ≤
Q− 1

Q (Qk − 1)
(log |ΣQ;k|+ k log 2) ,

and

(1.40) h(XA
Q) = lim

k→∞

Q− 1

Q (Qk − 1)
log |ΣQ;k|,

where ΣQ;k is the set of all admissible patterns on LQ;k.

After we completed our study of (i) and (ii), we became aware of the work of Peres
et al. [34] on (1.26). These authors obtained the same results as ours for multi-
dimensional system (i). Our methods for studying (i) differ from theirs by using
the results from an investigation of pattern generation problems, and involving the
three specified steps (I), (II) and (III). Moreover, a modification of these procedures
enables us to study the one-dimensional coupled system (ii).
For the multi-dimensional coupled system like

(1.41)
XA
2,3 = {(x1, x2, · · · ) ∈ ΣA | xkx2kx3k = 0 for all k ≥ 1}

= X02,3 ∩ ΣA,

which is much more delicate. The dimension of ΣA is one and X02,3 is two. Dif-
ference of the dimensions induces an intrinsic difficulty to decouple the system
effectively. The problem of (1.41) is still not solved by using our method which
works well in studying one-dimensional coupled system (1.28). See Section 4 for
further discussion.
The rest of this paper is arranged as follows. Section 2 studies multi-dimensional

systems. Section 3 studies one-dimensional coupled systems. Section 4 studies
multi-dimensional coupled systems.
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2. Multi-dimensional systems

This section concerns multi-dimensional systems. For simplicity, X02,3 is con-
sidered first. Recall that

(2.1) X02,3 =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkx2kx3k = 0 for all k ≥ 1
}
.

Firstly, the admissible numbered and blank lattices, determined by the constraint

(2.2) xkx2kx3k = 0,

must be identified in X02,3.
Let M2,3 be the set of the numbers that are multiples of 2-power and 3-power:

(2.3) M2,3 =
{
2k3l | k, l ≥ 0

}
.

M2,3 can be expressed as follows.

1 2 4 8 16

3

9

27

81

6

18

54

12 4824

36 72 144

108 216 432

162 324 648 1296

243 486 972 1944 3888

32

96

288

864

2592

7776

12

q1 q2 q4 q6 q9

q3 q5 q8 q11 q15

q7 q10 q14 q18 q23

q12 q16 q21 q26 q32

q19 q24 q30 q36 q43

q27 q33 q40 q47 q55

q13

q20

q29

q39

q51

q64

M2,3

Table 2.1.

Since M2,3 inherits the natural ordering of natural numbers, the k-th number in
M2,3 can be denoted by qk, k ∈ N. It seems that no known formula relates 2m3n

to qi explicitly [38].
From Table 2.1, for any k ≥ 1, the L-shaped k-cell numbered lattice Mk that

contains {q1, q2, · · · , qk} can be defined, and k-cell blank lattice Lk can also be
defined by deleting the numbers of Mk. Indeed, for k ≥ 1,

(2.4) Lk =
{
(i, j) ∈ Z2 | 2i3j ≤ qk for i, j ≥ 0

}
.

Fig. 2.1 presents the first eight numbered lattices Mk. Notably, the number qk in
the bold square is the largest number in Mk.

1

M1

1 2

M2

1 2

3

M3

1 2

3

4

M4

1 2

3

4

6

M5

1 2

3

4

6

8

M6

1 2

3

4

6

8

9

M7

1 2

3

4

6

8

9

12

M8

Figure 2.1.
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In contrast to X02, all lattices Mk and Lk are now two-dimensional. Therefore, the
system X02,3 can be regarded as a two-dimensional system; see [3, 4, 5, 6, 29].
Now, the complementary index set I2,3 of X02,3 is the set of all natural numbers

that cannot be divided by two and three:

(2.5) I2,3 = {n ∈ N | 2 � n and 3 � n} = {6k + 1, 6k + 5}∞k=0 .

The set N of natural numbers can be rearranged into the first octant of three-
dimensional space as

(2.6) N =
⋃

i∈I2,3

iM2,3,

and for i, j ∈ I2,3 with i �= j,

(2.7) iM2,3 ∩ jM2,3 = ∅;

see Table 2.2.

1 2 4

3 6

9

13 26 52

39 78 156

117

11 22

33 66

99

7 14

21 42

63

5 10 20

15 30

45 90

18

126

198

28

44

234 468

2m

I2,3

3n

Table 2.2.

Therefore, for any n ∈ N, there exists a unique i = i(n) such that n ∈ iM2,3.
Next, proceed to step (II): compute the numbers of copies of Mk for a given

N (m), defined in (1.10).
Let

(2.8) qK = 2m3n ∈M2,3

for some K ≥ 1. Denote by

(2.9) JK = {i ∈ I2,3 | 1 ≤ i ≤ qK} .

Define

(2.10) qK(i) = max {q ∈ M2,3 | iq ≤ qK} ,

then qK(i) ≥ 1 for any i ∈ JK .
Denote by the set

(2.11) Ik(K) = {i ∈ JK | qK(i) = qk}
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for 1 ≤ k ≤ K. Clearly, if qK(i) = qk, then

iqk ≤ qK < iqk+1.

Therefore, a parallel result of (1.12) and (1.15) is as follows.

(2.12) N (qK) =
⋃

i∈JK

iMqK(i) =
⋃

i∈IK(k)

iMk

with

(2.13) Ik(K) =

(
qK

qk+1
,
qK

qk

]
∩ I2,3.

The following example illustrates (2.12) and (2.13).

Example 2.1. For q14 = 36, it is easy to verify⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

I1(14) = {19, 23, 25, 29, 31, 35}

I2(14) = {13, 17}

I3(14) = {11}, I4(14) = {7}, I5(14) = {5}, I14(14) = {1}.

The others are empty. Therefore,

N (36) = M14 ∪ 5M5 ∪ 7M4 ∪ 11M3 ∪ 13M2 ∪ 17M2 ∪
i∈{19,23,25,29,31,35}

iM1.

For 1 ≤ k ≤ K, denote by

(2.14) αk(K) = |Ik(K)|,

the number of copies of Mk in N (qK).
Formula (2.13) gives the density of copies of Mk in [1, qK ], which is crucial in

computing the entropy. Indeed, following proposition is offered.

Proposition 2.2. On X02,3, for any k ≥ 1,

(2.15) lim
K→∞

αk(K)

qK
= β2,3

(
1

qk
−

1

qk+1

)
,

where

(2.16) β2,3 =
� {I2,3 ∩ [1, 2 · 3]}

2 · 3
=
1

3
.

Proof. For any fixed k ≥ 1, from (2.13) and (2.14), (2.15) follows. Clearly, (2.16)
follows from (2.5). �

Furthermore, for n ≥ 1, denote by

(2.17)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Jn = {i ∈ I2,3 | i ≤ n} ,

q(n; i) = max {q ∈ M2,3 | iq ≤ n} ,

I(k;n) = {i ∈ Jn | q(n; i) = qk} and

α(k;n) = |I(k;n)|.
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Now, the following proposition can be verified.

Proposition 2.3. For k ≥ 1,

(2.18) lim
n→∞

α(k;n)

n
= β2,3

(
1

qk
−

1

qk+1

)
,

where β2,3 is given by (2.16).

Proof. It is easy to see that if q(n; i) = qk, then

iqk ≤ n < iqk+1.

As (2.13), we have

(2.19) I(k;n) =

(
n

qk+1
,
n

qk

]
∩ I2,3.

Therefore, (2.18) follows immediately.
�

After the density of Mk (2.18) is obtained, step (II) is completed. Now, the final
step (III) is to compute the admissible patterns on Lk for all k ≥ 1.
Previously, two-dimensional pattern generation problems on L-shaped lattices

has been studied by Lin and Yang in [29]. The basic lattice L2,3 is defined by

(2.20) L2,3 =
{
(i, j) ∈ Z2 | 0 ≤ i+ j ≤ 1 for i, j ≥ 0

}
= {(0, 0), (1, 0), (0, 1)},

i.e.,

(0,0) (1,0)

(0,1)

(0,0) (1,0)

(0,1)

L2,3 = or ,

the L-shaped lattice with origin (0, 0) as the corner vertex.
The constraint (2.2) implies that the forbidden local pattern on L2,3 is

(2.21) F2,3 =

{
1

1

1

}
.

Therefore, the basic set of admissible patterns is

(2.22) B2,3 =

{
0

0

0 , 0

1

0 , 0

0

1 , 0

1

1 , 1

0

0 , 1

1

0 , 1

0

1

}
;

see [5, 6]. For k ≥ 1, the set of all admissible patterns on Lk that are determined
by B2,3 is defined by
(2.23)

Σk = Σk(B2,3)

=
{
U ∈ {0, 1}Lk : U |L∈ B2,3 for all L = L2,3 + v ⊆ Lk with some v ∈ Z2

}
.

Clearly, Σ1 =
{

0 , 1

}
and Σ2 =

{
0 0 , 0 1 , 1 0 , 1 1

}
, and no

constraint applies on L1 and L2.
Recall that

X2,3;n =
{
(x1, x2, · · · , xn) ∈ {0, 1}

Zn | xkx2kx3k = 0 for all k ≥ 1 and 3k ≤ n
}
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and

h(X02,3) = lim
n→∞

1

n
log |X2,3;n|.

After the above procedures have been completed, the following result concerning
the entropy h(X02,3) is obtained.

Theorem 2.4. The entropy of X02,3 is given by

(2.24) h(X02,3) =
∞∑
k=1

β2,3

(
1

qk
−

1

qk+1

)
log |Σk|,

where |Σk| is the number of all admissible patterns determined by B2,3 on Lk.

Proof. For any n ≥ 1, let X2,3;n be the set of all admissible n-sequences in X02,3.
From the condition (2.4), it is easy to see that for any two i1, i2 ∈ I2,3, the ad-
missible patterns on i1M2,3 and the admissible patterns on i2M2,3 are mutually
independent. Then, we have that for any n ≥ 1,

|X2,3;n| =
∏

k∈J(n)

|Σk|
α(k;n).

Therefore, from Propositions 2.3,

h(X02,3) = lim
n→∞

log |X2,3;n|

n

= lim
n→∞

( ∑
k∈J(n)

α(k;n) log |Σk|

)
/n

=
∞∑
k=1

β2,3

(
1
qk
− 1

qk+1

)
log |Σk|.

The proof is complete. �

Remark 2.5.

(i) Denote by

(2.25) |Σk| = bk

the number of patterns in Σk. Since no exact formula relates 2m3n to qi for M2,3 in
Table 2.1, unlike for a Fibonacci number, no recursive formula exists for bk; see [38].
This fact creates the most difficulty in computing entropy for a multi-dimensional
system; see[5, 6, 29].

However, for relatively small k, bk can be computed using the transition matrices
developed in [5, 6]. Table 2.3 presents few cases for qk = 6l, 1 ≤ l ≤ 4.

k 5 14 26 43
bk 14 3722 5,434,757 172,749,984,030

Table 2.3.
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(ii) Define the ratio of |Σk| by

(2.26) rk = |Σk|/|Σk−1| = bk/bk−1

for k ≥ 2. From Table 2.1 and Fig. 2.1, it is easy to verify that

(2.27) rk = 2 if qk = 2n,

for some n ≥ 1.
On the other hand, it can be shown that there exists C ≤ 31

16 such that

(2.28) rk ≤ C for qk �= 2n for all n ≥ 2.

Therefore, {rk} cannot have a limit as k tends to ∞, unlike the Fibonacci sequence

which has the limit 1+
√
5

2 . A further study of {rk} and bk is needed.

In the following, an approximation of (2.24) is given. For n ≥ 1, let

(2.29) h(n)(X02,3) =
n∑

k=1

β2,3

(
1

qk
−

1

qk+1

)
log |Σk|.

Clearly, from Theorem 2.4, h(n)(X02,3) is a lower bound of h(X
0
2,3), and h(n)(X02,3)

increasingly approaches h(X02,3) as n tends to infinity. Furthermore, let

(2.30)

E(n)(X02,3) ≡
∞∑

k=n+1

β2,3

(
1
qk
− 1

qk+1

)
log 2k

= β2,3

(
n+1
qn+1

+ 3−
n+1∑
k=1

1
qk

)
log 2,

where
∞∑
k=1

1
qk
= 3. Hence,

(2.31) h(X02,3)− h(n)(X02,3) ≤ E(n)(X02,3).

Table 2.4 presents cases for n with qn = 6l and 1 ≤ l ≤ 4.

n 5 14 26 43

h(n)(X02,3) 0.319901 0.537229 0.620707 0.645733

Table 2.4.

Moreover, h(153)(X02,3) ≈ 0.654303 and E(153)(X02,3) ≈ 0.0000238741.
Now, the theorem just established can be easily extended to general multiplica-

tive systems. For simplicity, the result is stated and necessary modifications to its
proof are only sketched.
First, consider X0Γ that satisfies (1.29) and (1.30). MΓ is defined in (1.33). For

k ≥ 1, the blank k-cell lattice Lk is defined by

(2.32) Lk =
{
(i1, i2, · · · , id) ∈ Zd | γi1

1 γi2
2 · · · γ

id
d ≤ qk for iq ≥ 0, 1 ≤ q ≤ d

}
.
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After determining the k-cell lattice Lk of X0Γ, the basic lattice LΓ of X
0
Γ is defined

by

(2.33) LΓ =

{
(i1, i2, · · · , id) ∈ Zd | 0 ≤

d∑
k=1

ik ≤ 1 for ik ≥ 0, 1 ≤ k ≤ d

}
,

the d-dimensional L-shaped lattice with the origin (0, 0, · · · , 0) as the corner vertex;
see (2.20) for X02,3. From the constraint

(2.34) xkxγ1kxγ2k · · ·xγdk = 0,

we have the forbidden set

FΓ =
{
U = (ui1,i2,··· ,id) ∈ {0, 1}

LΓ | ui1,i2,··· ,id = 1 for all (i1, i2, · · · , id) ∈ LΓ
}
.

Then, the basic set of admissible patterns is defined by

(2.35) BΓ = {0, 1}
LΓ \ FΓ,

which induces a d-dimensional shift of finite type Σ(BΓ) on the d-dimensional lattice
space Zd.
Denote by Σk(BΓ) the set of all admissible patterns determined by BΓ on Lk and

XΓ;n =
{
(x1, x2, · · · , xn) ∈ {0, 1}

Zn | xkxγ1k · · ·xγdk = 0 for all k ≥ 1 and γdk ≤ n
}
.

By a similar argument, the entropy of X0Γ can be obtained as follows.

Theorem 2.6. Let Γ = {γ1, γ2, · · · , γd} satisfy (1.29) and (1.30). Then the entropy
of X0Γ is given by

(2.36) h(X0Γ) =
∞∑
k=1

βΓ

(
1

qk
−

1

qk+1

)
log |Σk|,

where

(2.37) βΓ =
� (IΓ ∩ [1, γ1γ2 · · · γd])

γ1γ2 · · · γd
.

Proof. By (1.33) and (1.34), let

(2.38)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

JΓ;n = {i ∈ IΓ | i ≤ n} ,

qΓ(n; i) = max {q ∈ MΓ | iq ≤ n} ,

IΓ(k;n) = {i ∈ JΓ;n | qΓ(n; i) = qk} and

αΓ(k;n) = |IΓ(k;n)|.

As the proof of Proposition 2.3, it can be verified that

IΓ(k;n) =

(
n

qk+1
,
n

qk

]⋂
IΓ

and
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(2.39) lim
n→∞

αΓ(k;n)

n
= βΓ

(
1

qk
−

1

qk+1

)
.

From the constraint (2.34), for any i1 �= i2 ∈ IΓ, the admissible patterns on
i1MΓ and the admissible patterns on i2MΓ are mutually independent. And, the
admissible patterns on iMΓ are completely determined by BΓ.
Then, it can be verified that

|XΓ;n| =
∏

k∈JΓ;n

|Σk(Γ)|
αΓ(k;n).

Therefore, the result follows immediately.
�

The following three-dimensional system illustrates the methods and results.

Example 2.7. For d = 3, consider

X02,3,5 =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkx2kx3kx5k = 0 for all k ≥ 1
}
.

Then,

1

3

9

2 4

6 12

18 36

5

15

45

10 20

25

75

225

50 100

2m

3n

5r

M2,3,5

Table 2.5.

The first five numbered lattices are listed as follows.

1

M1

1 2

M2

1 2

3

M3

1 2

3

4

M4

5
2

3

4

M5

Figure 2.2.

The basic lattice is

L2,3,5 = .

Clearly,

I2,3,5 = {30k + j | j ∈ {1, 7, 11, 13, 17, 19, 23, 29} and k ≥ 0} .

Therefore, it can be verified that
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(2.40) h(X02,3,5) =
∞∑
k=1

β2,3,5

(
1

qk
−

1

qk+1

)
log |Σk(2, 3, 5)|,

where β2,3,5 =
4
15 and the forbidden set of Σk(2, 3, 5) is

{
1

11
1

}
.

The n-th order approximation of (2.40) is as follows. For n ≥ 1, let

h(n)(X02,3,5) =
n∑

k=1

β2,3,5

(
1

qk
−

1

qk+1

)
log |Σk(2, 3, 5)|.

In Table 2.6, some cases for |Σn(2, 3, 5)| in 1 ≤ n ≤ 25 are listed.

n 5 10 15 20 25
|Σn(2, 3, 5)| 30 904 25,720 738,816 19,959,552

Table 2.6.

Moreover, h(25)(X02,3,5) ≈ 0.548837.

The previous idea also applies to system X0Γ that does not satisfy the conditions
(1.29) and (1.30), where Γ = {γ1, γ2, · · · , γd}. Let C∗ be the least common multiple
of γ1, γ2, · · · , γd. Denote by

(2.41) Γ∗ = {p1, p2, · · · , pQ}

the set of prime factors of C∗ with p1 < p2 < · · · < pQ, Q ≥ 1. Clearly, Γ∗ satisfies
both (1.29) and (1.30).
Then, X0Γ can be studied by using M∗

Γ and IΓ∗ . Denote by

(2.42)
MΓ∗ =

{
pm1

1 pm2

2 · · · p
mQ

Q | mj ≥ 0
}

≡ {q∗k}
∞

k=1

with q∗k < q∗j if k < j. The complementary index set IΓ∗ of MΓ∗ is defined by

(2.43) IΓ∗ = {n ∈ N | pj � n, 1 ≤ j ≤ Q} .

For k ≥ 1, let the k-cell lattice L∗k of X
0
Γ be

(2.44) L∗k =
{
(i1, i2, · · · , iQ) ∈ ZQ | pi11 p

i2
2 · · · p

iQ
Q ≤ q∗k for iq ≥ 0, 1 ≤ q ≤ Q

}
.

Now, the constraint

(2.45) xkxγ1kxγ2k · · ·xγdk = 0

can be expressed in terms of Γ∗. Indeed, define the basic lattice LΓ of X0Γ by

(2.46) LΓ =
{
(i1, i2, · · · , iQ) ∈ ZQ | pi11 p

i2
2 · · · p

iQ
Q ∈ {1, γ1, γ2, · · · , γd}

}
.

Then, the forbidden set FΓ is given by

FΓ =
{
U = (ui1,i2,··· ,iQ) ∈ {0, 1}

LΓ | ui1,i2,··· ,iQ = 1 for all (i1, i2, · · · , iQ) ∈ LΓ
}
.

Therefore, the basic set of admissible patterns can be written
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(2.47) BΓ = {0, 1}
LΓ \ FΓ.

Notably, BΓ induces a Q-dimensional shift of finite type Σ(BΓ).
Let Σk(BΓ) be the set of all admissible patterns that can be determined by BΓ

on L∗k, k ≥ 1. In the following, Theorem 2.6 is generalized for X0Γ without the
conditions (1.29) and (1.30).

Theorem 2.8. Let Γ = {γ1, γ2, · · · , γd}. Then, the entropy of X0Γ is given by

(2.48) h(X0Γ) =
∞∑
k=1

βΓ∗

(
1

q∗k
−

1

q∗k+1

)
log |Σk(BΓ)|,

where

(2.49) βΓ∗ =
� (IΓ∗ ∩ [1, p1p2 · · · pQ])

p1p2 · · · pQ
,

Γ∗, MΓ∗ and IΓ∗ are given by (2.41), (2.42) and (2.43), respectively.

Proof. First, from the construction of (2.41), (2.42) and (2.43), it is clear that

N =
⋃

i∈IΓ∗

iMΓ∗

and for i, j ∈ IΓ∗ with i �= j,

iMΓ∗ ∩ jMΓ∗ = ∅.

It is easy to see thatγq ∈ MΓ∗ for 1 ≤ q ≤ d. Moreover, if n ∈ iMΓ∗ for some
i ∈ IΓ∗ , then γqn ∈ iMΓ∗ for all 1 ≤ q ≤ d. Hence, from the constraint (2.45), the
admissible patterns on i1MΓ∗ and the admissible patterns on i2MΓ∗ are mutually
independent for i1 �= i2 ∈ IΓ∗ .
As in the proof of Theorem 2.6, we can define JΓ∗;n, qΓ∗(n; i), IΓ∗(k;n) and

αΓ∗(k;n). It can be proven that

IΓ∗(k;n) =

(
n

q∗k+1
,
n

q∗k

]⋂
IΓ∗

and

lim
n→∞

α∗Γ(k;n)

n
= βΓ∗

(
1

q∗k
−

1

q∗k+1

)
.

Next, the constraint (2.45) and the construction of BΓ imply that the admissible
patterns on iMΓ∗ , i ∈ IΓ∗ , are completely determined by BΓ. Hence,

|XΓ;n| =
∏

k∈JΓ∗ ;n

|Σk(BΓ)|
αΓ∗ (k;n),

where Σk(BΓ) the set of all admissible patterns determined by BΓ on L∗k. Therefore,
(2.48) follows. The proof is complete. �

The following example illustrates Theorem 2.8.
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Example 2.9. Consider X02,8. It is easy to see that Γ∗ = {2}. From (2.46), the

basic lattice L2,8 = {0, 1, 3} = , here the third cell is deleted. The forbidden
set F2,8 is { 1 1 1 } and B2,8 = {0, 1}L2,8 \ F2,8. Define the associated transition
matrix

10 0 0

0 0 1

0 1 0

0 1 1

1 0 0

1 0 1

1 1 0

1 1 1

0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1 0 1 1 1

1 0 0 0 0 0 01 1 0 0 0 0 0 0

0 0 1 1 0 0 0 0

1 1 0 0 0 0 0 01 1 0 0 0 0 0 0

0 0 0 0

0 0 0 0 1 1 0 00 0 0 0

0 0 0 0 0 0 1 1

1 1 0 0 0 0 0 01 1 0 0 0 0 0 0

0 0 1 1 0 0 0 0

1 1 0 0 0 0 0 01 1 0 0 0 0 0 0

0 0 0 0

0 0 0 0 1 0 0 00 0 0 0 0

0 0 0 0 0 0 1 0

A(B2,8)= .

Then,

h(X02,8) =
∞∑
k=1

1

2k+1
log |Σk(B2,8)|,

where |Σm(B2,8)| = 2m and |Σn(B2,8)| =
∣∣A(2, 8)n−3∣∣ for 1 ≤ m ≤ 3 and n ≥ 4.

In the remaining of this section, the constraint (2.45) is further relaxed. There-
fore, we can study more general case than X0Γ. For simplicity, only Γ that satisfies
conditions (1.29) and (1.30) is studied.
For anyN ≥ 2, consider a multiplicative system is ofN -symbols, {0, 1, 2, · · · , N−

1}. For any d ≥ 1, let the constraint set C be a subset of
{
0, 1, · · · , (N − 1)d

}
.

Denote by XΓ(N, C) the multiplicative integer system with constraint set C:

(2.50)
XΓ(N, C)

=
{
(x1, x2, · · · ) ∈ {0, 1, · · · , N − 1}N | xkxγ1k · · ·xγdk ∈ C for k ≥ 1

}
.

Then, the basic set BΓ(N, C) of admissible patterns on LΓ is given by

(2.51)
BΓ(N, C)

=

{
U = (ui1,i2,··· ,id) ∈ {0, 1, · · · , N − 1}LΓ |

∏
(i1,i2,··· ,id)∈LΓ

ui1,i2,··· ,id ∈ C

}
.

The following theorem can be proven as Theorem 2.6.

Theorem 2.10. Let Γ = {γ1, γ2, · · · , γd} satisfy (1.29) and (1.30) and C ⊆
{
0, 1, · · · , (N − 1)d

}
.

The entropy of XΓ(N, C) is given by

(2.52) h(XΓ(N, C)) =
∞∑
k=1

βΓ

(
1

qk
−

1

qk+1

)
log |Σk(BΓ(N, C))|,

where Σk(BΓ(N, C)) is the set of d−dimensional admissible local patterns that can
be generated by BΓ(N, C) on Lk.
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Proof. This proof is similar to the proof of Theorem 2.6. The only difference be-
tween X0Γ and XΓ(N, C) is their constraints. By (2.50), it is easy to see that the basic
set BΓ(N, C) can completely determine the patterns on iMΓ for i ∈ IΓ. Therefore,
the result follows.

�

The following example illustrates Theorem 2.10.

Example 2.11. Let N = 3 and C = {0, 2}. Then

X2(3, C) =
{
(x1, x2, x3, · · · ) ∈ {0, 1, 2}

N | xkx2k ∈ {0, 2} for all k ≥ 1
}
.

The basic set of admissible local patterns is now given by

B2(3, C) =
{

0 0 , 0 1 , 0 2 , 1 0 , 1 2 , 2 0 , 2 1

}
.

The associated transition matrix is

0 1 1 1

1 0 1

1 1 0

1

2

0 1 2

A(2; 3, C)= .

Therefore, as in Theorem 1.2,

h(X2(3, C)) = 4

∞∑
k=1

1

3k+1
log ak(2; 3, C),

where a1(2; 3, C) = 3, ak(2; 3, C) =
∣∣A(2; 3, C)k−1∣∣ for all k ≥ 2.

3. One-dimensional coupled systems

This section investigates the one-dimensional coupled system which is an in-
tersection of the multiplicative integer system X0Q with an additive proper shift of
finite type ΣA, i.e.,

(3.1) XA
Q ≡ X0Q ∩ΣA.

A simple system is considered first; the findings are then extended to general
systems. Consider

(3.2)
XA
2 ≡ X02 ∩ ΣA

=
{
(x1, x2, x3, · · · ) ∈ {0, 1}N | xkx2k = 0 for all k ≥ 1 and (x1, x2, x3, · · · ) ∈ ΣA

}
.

To incorporate the effect of ΣA, Table 1.1 is replaced by the following figure.
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1 2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

23

25

27

29

31

22

24

26

28

30

32

Figure 3.1.

As in Table 1.1, the horizontal lines in Fig. 3.1 connect the integers in iM2 for
each i ∈ I2, the effect comes from X02. On the other hand, the bold zigzag line in
Fig. 3.1 connects all natural integers comes from ΣA. Therefore, for any i �= j in
I2, iM2 and jM2 are no longer mutually independent. In fact, they are all coupled
through the relation set M2. Therefore, (3.2) is regarded as a coupled system.
Before the system XA

2 is decoupled, the following definition is needed.

Definition 3.1. Two sets of integers of M and M ′ are mutually independent in
XA
2 if

(3.3) M ∩M ′ = ∅

and any numbers m in M and m′ in M ′ are not consecutive and also not consecutive
in 2-power, i.e., if m = 2n for some n then m′ �= 2n+1 and 2n−1.

Then, the following lemma can be obtained.

Lemma 3.2. Suppose M and M ′ are mutually independent in XA
2 . Then

(3.4) |Σ(M ∪M ′)| = |Σ(M)||Σ(M ′)|,

where Σ(M) is the set of all admissible patterns on lattice M , and Σ(M ′) and
Σ(M ∪M ′) are defined analogously.

Proof. SinceM andM ′ are decoupled in XA
2 , the patterns in Σ(M) are independent

of the patterns in Σ(M ′). Therefore, the result holds. �

The strategy for studying (3.2) is to decouple the whole system into disjoint

pieces which are located in some proper subset X̃A
2 of XA

2 .

From the reduced system X̃A
2 , a sequence

{
XA
2 (m)

}∞
m=1

of independent decoupled
subsystems are chosen. Then, the entropy of the decoupled independent system
XA
2 (m) can be computed easily. An appropriate choice of X

A
2 (m) is demonstrated

to enable the recovery of the entropy of XA
2 , i.e.,

(3.5) lim
m→∞

h(XA
2 (m)) = h(XA

2 ).

As in decoupled system X02, the admissible numbered lattice Mk in X̃A
2 is firstly

picked up. Indeed, in Fig. 3.2, some Mk(l) are drawn for 1 ≤ k ≤ 4.
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3

(a) M1(3) (b) M1(l)

l
3 6

5

7

(c) M2(3) (d) M2(l)

l 2l

2l − 1

2l + 1

3 6

5

7

12

10

9

11

13

15

14

(e) M3(3) (f) M3(l)

l 2l 4l

2l − 1

4l − 2

2l + 1

4l + 2

4l − 3

4l − 1

4l + 1

4l + 3

3

5

7

5

9

11

13

15

17

19

21

23

25

27

29

31

6 12 24

10
20

14
28

18

22

26

30

(g) M4(3)

Figure 3.2.

The choice ofMk is recursive and robotic. The basic idea is that any number can
produce the next generation through X2 or ΣA. More precisely, for each number
n, if n ∈ I2, then n can produce the next generation 2n ∈ nM2. If n /∈ I2
with n = i2m, m ≥ 1, then n can produce 2n = i2m+1 ∈ iM2 through X2 and
n± 1 = i2m ± 1 ∈ I2 through ΣA. In summary, a complete production cycle is as
follows. If n ∈ I2, then n produces 2n and then 2n± 1. If n = i2m, m ≥ 1, then n

produces i2m+1 and then i2m+1 ± 1.
For example, M1(3) has one cell, and number 3 is regarded as the number of

first generation. M2(3) is constructed from M1(3) by producing number 6 from 3
through 3M2. Immediately, 6 creates numbers 5 and 7 as the descendanta through
ΣA. M2(3) is of degree 2 since there are two numbers {3, 6} on the horizontal line.
The construction of M3 from M2 is performed similarly: the number 6 yields

number 12 in 3M2. On the same time, numbers 5 and 7 yield the numbers 10
and 14 in 5M2 and 7M2, respectively. Next, numbers 10, 14 and 12 yield their
descendants 9, 11, 13, 15 and 11, 13 in I2 through ΣA, as presented in Fig. 3.2
(e). Now, the three numbers 3, 6 and 12 are in the lowest horizontal direction, and
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M3(3) is therefore of degree 3. On Mk(i), the maximal number of numbers of cells
in the horizontal direction is k, and Mk(i) is of degree k.
Now, Mk(l) can be defined formally as follows.

Definition 3.3. For each l ∈ I2, define V1(l) = {l}. For k ≥ 1, define

Vk+1(l) = {2i or 2i± 1 | i ∈ Vk(l)} .

Then, define M1(l) = V1(l) and for k ≥ 2,

Mk+1(l) ≡Mk(l) ∪ Vk+1(l).

See Fig. 3.2 for Mk(3), 1 ≤ k ≤ 4.
Notably, Mm(l) and Mm(l

′) are mutually independent when l, l′ ∈ I2 and |l −
l′| ≥ 2m+1.
After the lattices Mk and Lk are identified, in a given range N (2n), (II) is then

to be carried out, i.e., the number of disjoint copies of Mk(l) ⊂ X̃A
2 with l ∈ I2 is

computed. For example, in Fig. 3.3, [1, 32]∩N can be decoupled by M2(3), M2(9),
M2(11), M2(13), M2(15) and the numbers in {1, 2, 4, 8, 10, 12, 14, 16, 20, 24, 28, 32}
are not used. There are one copy M2(3) in (2, 2

3) and four copies M2(9), M2(11),
M2(13), M2(15) in (2

3, 25); see Fig. 3.3.

1 2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

23

25

27

29

31

22

24

26

28

30

32

Figure 3.3.

The results for disjoint copies in (1, 2n) can be proven as follows.

Lemma 3.4. Given k ≥ 1 and n ≥ k + 1, define

(3.6) m∗ =

⌊
n− 1

k

⌋
− 1.

Then, within (1, 2n), there are

(3.7) αk(n) ≡ 2n−k−1

(
1 +

1

2k
+

1

22k
+ · · ·+

1

2m∗k

)
mutually independent copies of Mk(l) with l ∈ I2.

Proof. We begin with k = 2 and k = 3. It is easy to show that in
(
2n−2, 2n

)
, each

odd integer l ∈
(
2n−2, 2n−1

)
∩ I2 can produce a M2(l) that lies in

(
2n−2, 2n

)
and

they are all disjoint; see Fig. 3.4. Therefore, there are totally 2n−3 copies of M2.
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Similarly, as in Fig. 3.5, between
(
2n−3, 2n

)
, each l ∈

(
2n−3, 2n−2

)
∩I2 produces a

M3(l) that lies in
(
2n−3, 2n

)
. They are all disjoint too. The total number of copies

of M3(l) in
(
2n−3, 2n

)
is 2n−4.

2n−2 2n−1 2n2n−4 2n−3

I2

2n−2 2n−1 2n2n−32n−42n−52n−6

I2

Figure 3.4. Figure 3.5.

By using the similar argument, it can be verified that for any k ≥ 2 and 0 ≤ l ≤ m∗,
within

(
2n−k(l+1), 2n−kl

)
, the number of disjoint copies of Mk is

(3.8) 2n−k(l+1)−1.

Therefore,

αk(n) =
m∗∑
l=0

2n−k(l+1)−1

= 2n−k−1
(
1 + 1

2k
+ 1

22k
+ · · ·+ 1

2m∗k

)
.

The proof is complete. �

Finally, for step (III), denote by Σk the admissible patterns on Lk. Then, Lemma
3.4 yields the lower bound of the entropy h(XA

2 ).

Lemma 3.5. For any k ≥ 1,

(3.9)
1

2 (2k − 1)
log|Σk| ≤ h(XA

2 ).

Proof. Within [1, 2n], we put symbol 0 on the cells that are not used in deriving
(3.7). Then,

|X2n | ≥ |Σk|
αk(n).

Now, it is easy to see

lim
n→∞

αk(n)

2n
=

1

2 (2k − 1)
.

Therefore,

h(XA
2 ) = lim

n→∞

1
2n log |X2n |

≥
(
lim
n→∞

αk(n)
2n

)
log |Σk|

= 1
2(2k−1) log|Σk|

The proof is complete. �



24 JUNG-CHAO BAN�, WEN-GUEI HU��, AND SONG-SUN LIN†

Now, a good upper estimate of the entropy h(XA
2 ) remains to be found. From

the derivation of Lemma 3.4, we need to estimate the contribution to entropy of
the vertices that are not used in deriving (3.7). The following lemma is obtained.

Lemma 3.6. For each k ≥ 1, the number of the vertices of Lk satisfies

(3.10)
|Lk| = k + 2|Lk−1|

= 2
(
2k − 1

)
− k.

Within [1, 2n], the number of the vertices that are not used in deriving (3.7) is

(3.11)
k

2 (2k − 1)

(
2n − 2n−k(m∗+1)

)
+ 2n−k(m∗+1).

Moreover,

(3.12) h(XA
2 ) ≤

1

2 (2k − 1)
log |Σk|+

k

2 (2k − 1)
log 2,

where |Σk| is the number of all admissible patterns on Lk.

Proof. (3.10) is easily proved by induction. Then, for 0 ≤ l ≤ m∗, within
(
2n−k(l+1), 2n−kl

]
,

by (3.8) and (3.10), it can be verified that there are(
2n−kl − 2n−k(l+1)

)
−

[
2n−k(l+1)−1

(
2(2k − 1)− k

)]
= k

(
2n−k(l+1)−1

)
vertices that are not used in deriving (3.7). Since

[1, 2n] =

(
m∗⋃
l=0

(
2n−k(l+1), 2n−kl

])⋃[
1, 2n−k(m∗+1)

]
.

It is easy to see that there are(
m∗∑
l=0

k
(
2n−k(l+1)−1

))
+ 2n−k(m∗+1)

= k
2(2k−1)

(
2n − 2n−k(m∗+1)

)
+ 2n−k(m∗+1)

vertices in [1, 2n] that are not used in deriving (3.7).
Since two symbols 0 and 1 may appear on vertices in (3.11), the contribution to

the entropy of these unused vertices is at most

lim
n→∞

[(
k

2(2k−1)

(
2n − 2n−k(m∗+1)

)
+ 2n−k(m∗+1)

)
log 2

]
/2n

= k
2(2k−1)

log 2.

The upper estimate (3.12) of entropy follows.
�

Lemmas 3.5 and 3.6 yield the following result.
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Theorem 3.7. The entropy h(XA
2 ) is given by

(3.13) h(XA
2 ) = lim

k→∞

1

2 (2k − 1)
log |Σk|.

Furthermore,

(3.14)
1

2 (2k − 1)
log |Σk| ≤ h(XA

2 ) ≤
1

2 (2k − 1)
log |Σk|+

k

2 (2k − 1)
log 2.

Proof. Lemmas 3.5 and 3.6 imply (3.14), and then (3.13) follows from (3.14) im-
mediately. �

Example 3.8. Consider the one-dimensional couple shifts XG
2 ≡ X2

⋂
ΣG where

G =

[
1 1
1 0

]
and ΣG is the golden mean shift.

Table 3.1 presents a numerical approximation of (3.14). For n ≥ 1, let

h(n)(XG
2 ) =

1
2(2n−1) log |Σn| and h̄(n)(XG

2 ) = h(n)(XG
2 ) +

n
2(2n−1) log 2.

n 2 3 4
|Σn| 9 237 213624

h(n)(XG
2 ) 0.366204 0.390576 0.409066

h̄(n)(XG
2 ) 0.597253 0.539107 0.501485

Table 3.1.

Remark 3.9. Whether or not h(XA
2 ) can be expressed in explicit form, as in (1.5)

for h(X02) is not clear.

Now, the result for XA
2 is ready to extend to

(3.15)
XA

Q =
{
(x1, x2, x3, · · · ) ∈ {0, 1}

N | xkxQk = 0 for all k ≥ 1 and (x1, x2, · · · ) ∈ ΣA

}
for any integer Q ≥ 3.
From the study of XA

2 , the main steps for X
A
Q are:

(I)c Identify the lattice Mk ( and Lk), which is the maximal connected graph
of degree k. All Mk(l), l ∈ IQ, are disjoint.

(II)c Compute the unused vertices in

(3.16) N (Qn) \
⋃

l∈IQ

Mk(l).

(III)c Compute the number Σk of admissible patterns on Lk.

Step (I)c gives lower bound of h(XA
Q), and (II)c gives upper bound of h(XA

Q).

Then, h(XA
Q) follows if the error term in (II)c approaches zero as n tends to infinity.

To minimize the error in (II)c, the amount of unused lattices should be as small as
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possible. Therefore, the choice of Mk or the graph Lk in (I)c should be as large as
possible as far as they are decoupled.

XA
3 can be used to illustrate the procedures. From

(3.17) N =
⋃
i∈I3

iM3,

the following Fig. 3.6 is drawn, which is corresponding to Fig. 3.1 for XA
2 .
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Figure 3.6.

Take M3;1 as being on one vertex. In Fig. 3.7, a maximal connected graph M3;2

with two horizontal vertices in
⋃

1<i∈I3

iM3 can be identified as follows. Notably,

M3;2(4) and M3;2(7) are mutually independent.
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M3;2(7)

Figure 3.7.

Furthermore, M3;3(4) can be constructed from M3;2(4) as follows.
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Figure 3.8.
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Similar to Definition 3.3 for Q = 2, for any Q ≥ 3, MQ;k(l) can be defined as
follows.

Definition 3.10. For any Q ≥ 3 and l ∈ IQ, let VQ;1(l) = {l, l+1, · · · , l+Q− 2},
and for k ≥ 1, define

VQ;k+1(l) = {Qi,Qi± 1, Qi± 2, · · · , Qi± (Q− 1) | i ∈ VQ;k(l)} .

Then, let MQ;1(l) = VQ;1(l) and for k ≥ 2, define

MQ;k+1(l) ≡MQ;k(l) ∪ VQ;k+1(l).

For any Q ≥ 3 and k ≥ 1, denote LQ;k be the degree k blank lattice. The
following lemma gives the number of the vertices of LQ;k, an extension of Lemma
3.6.

Lemma 3.11. For any Q ≥ 3 and k ≥ 2, the number |LQ;k| of the vertices of LQ;k

is

(3.18) |LQ;k| =
Q

(
Qk − 1

)
Q− 1

− k.

Proof. First, (3.18) is proven for the case Q = 3. The other cases can be treated
analogously.
For Q = 3, let

a3,n = 2 · 3n.

The blank lattice L3;2 can be obtained from M3;2(4) in Fig. 3.7, and

|L3;2| = a3,1 + (a3,1 + a3,2) = 10.

Now, L3;3 is obtained from M3;3(4) in Fig. 3.8 and can be grouped as follows.

2 2 2

6 6

18

Figure 3.9.

According to Fig. 3.9, it is easy to see that

|L3;3| =
3∑

l=1

l∑
j=1

a3,j

= a3,1 + (a3,1 + a3,2) + (a3,1 + a3,2 + a3,3)

= |L2;2|+ 26.

By induction, it can be proven

(3.19) |L3;m| = |L3;m−1|+ 3m − 1.
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Therefore, (3.18) follows for Q = 3.
For Q = 4, M4;2(5) is as in Fig. 3.10.
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M4;2(5)

Figure 3.10.

Similarly, for any Q ≥ 4, MQ;2(l) is given in Fig. 3.11.

l

l + 1

l + 2

l + Q− 2

Ql

Q(l + 1)

Q(l + 2)

Q(l + Q− 2)

c1

c2
c3

c4
c5

c6
c7

c8
c9

c10

c1 = Q(l − 1) + 1, c2 = Ql− 1, c3 = Ql+ 1, c4 = Q(l+ 1)− 1, c5 = Q(l+ 1) + 1,
c6 = Q(l + 2) − 1, c7 = Q(l+ 2) + 1, c8 = Q(l+Q− 2)− 1, c9 = Q(l+Q− 2) + 1, c10 = Q(l +Q− 1)− 1

MQ;2(l)

Figure 3.11.

Define

aQ,n = (Q− 1)Qn−1.

Careful mathematical induction proves (3.18). The details are omitted here. �

Now, we can extend Theorem 3.7 to all Q ≥ 3, as follows.

Theorem 3.12. For any Q ≥ 3 and k ≥ 2,

(3.20)
Q − 1

Q (Qk − 1)
log |ΣQ;k| ≤ h(XA

Q) ≤
Q− 1

Q (Qk − 1)
(log |ΣQ;k|+ k log 2) ,

and
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(3.21) h(XA
Q) = lim

k→∞

Q− 1

Q (Qk − 1)
log |ΣQ;k|,

where ΣQ;k is the set of all admissible patterns on LQ;k.

Proof. Given k ≥ 2 and n ≥ 1, m∗ is defined in (3.6). As the proof of Lemma 3.4,
it can be verified that for 0 ≤ l ≤ m∗, within

(
Qn−k(l+1), Qn−kl

)
, the number of

mutually independent copies of MQ;k is (Q− 1)Qn−k(l+1)−1.
Hence, within (1, Qn), there are

(3.22) αQ;k(n) ≡ (Q − 1)Qn−k−1

(
1 +

1

Qk
+

1

Q2k
+ · · ·+

1

Qm∗k

)

disjoint copies of MQ;k(l) with l ∈ IQ.
As the proof of Lemma 3.6, by (3.18), the number of the remaining vertices that

are not used in [1, Qn] is

(Q− 1)k

Q (Qk − 1)

(
Qn −Qn−k(m∗+1)

)
+Qn−k(m∗+1).

Therefore, the results follow immediately. �

Like Theorem 2.10, Theorem 3.12 can be generalized to any number of symbols,
any constraints C and any additive shifts of finite type ΣA. Indeed, let

(3.23)
XA

Q(N, C)

=
{
(x1, x2, x3, · · · ) ∈ {0, 1, · · · , N − 1}N | xkxQk ∈ C for all k ≥ 1 and (x1, x2, x3, · · · ) ∈ ΣA

}
,

where C ⊆
{
0, 1, · · · , (N − 1)d

}
is a constraint set and A is an m×m 0−1 matrix.

Then, the following theorem can easily be obtained. The details of the proof are
omitted.

Theorem 3.13. For any Q ≥ 2, C ⊆
{
0, 1, · · · , (N − 1)d

}
, N ≥ 2, d ≥ 1 and

k ≥ 2,

(3.24)
Q− 1

Q (Qk − 1)
log |Σk(Q;A;N, C)| ≤ h

(
XA

Q(N, C)
)
≤

Q− 1

Q (Qk − 1)
(log |Σk(Q;A;N, C)|+ k logN) ,

and

(3.25) h
(
XA

Q(N, C)
)
= lim

k→∞

Q− 1

Q (Qk − 1)
log |Σk(Q;A;N, C)|,

where Σk(Q;A;N, C) is the set of all admissible patterns on LQ;k, the constraint of
the vertices on the bold lines in LQ;k is given by A and the constraint of the vertices
on thin lines in LQ;k is given by N and C.
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4. Multi-dimensional coupled systems

This section discusses the multi-dimensional coupled systems and points out
the difficulties when applying the method that works well for one-dimensional cou-
pled systems.
The multi-dimensional coupled system is

(4.1) XA
Γ = X0Γ

⋂
ΣA,

where X0Γ is a multiplicative integer system and ΣA is a shift of finite type. For
clarity, only XA

2,3 is considered.
Recall the strategy for studying one-dimensional coupled system.

(I) For k ≥ 1, choose a suitable admissible numbered lattice Mk(l) as basic
elements for XA

Q; see Fig. 3.2 for X
A
2 .

(II) For each k ≥ 1, split the natural numbers N into two parts:

(4.2) N = Uk ∪Wk,

where Uk is used to select the mutually independent admissible numbered
lattice Mk(l) for approximating the entropy, and Wk is the set of the cells
that is removed from N to achieve independence of Mk(l) in Uk. Good
splittings require

(4.3) lim
k→∞

lim
n→∞

|Wk ∩ [1, n]|

|Uk ∩ [1, n]|
= 0;

see Lemmas 3.4 and 3.6 and Theorems 3.7 and 3.12.
(III) Finally, compute the number of members of the set

(4.4) Mk = {Mk(l) ⊂ Uk | l ∈ IΓ} .

Let

αk(n) = |Mk ∩ [1, n]| ,

and

α∗k = lim
n→∞

αk(n)

n
.

Then, the number α∗k log |Σk| is an approximation to the entropy of XA
Q,

where Σk is the set of all admissible patterns on Mk. For XA
2 , see Lemma

3.4.

For multi-dimensional cases, firstly observe topological effect of dimensionality.
Consider the model system

(4.5) XA
2,3 = X02,3 ∩ ΣA,

where X02,3 is given by (2.1) and ΣA is a shift of finite type. Mk is the L-shaped

k-cell numbered lattices given in Table 2.1 and Fig. 2.1. I2,3 = {6k + 1, 6k + 5}∞k=0
is given in (2.5), and then N =

⋃
i∈I2,3

iM2,3 given in (2.6) is obtained.

Recall iMk, k ∈ {1, 2, 3, 4}, as follows.



PATTERN GENERATION PROBLEMS ARISING IN MULTIPLICATIVE INTEGER SYSTEMS31

iM1 iM2 iM3 iM4

iiii 2i2i2i

3i3i

4i

Figure 4.1.

Two sets M and M ′ of natural integers are called consecutive or connected if
there exist m ∈M and m′ ∈M ′ such that

(4.6) |m−m′| = 1.

First, we prove the consecutive results for iMk, i ∈ I2,3 and 1 ≤ k ≤ 4.

Lemma 4.1. For any l ≥ 0, the following pairs are consecutive:

(1) (i) (6l+ 1)M2 and (12l+ 1)M1, (ii) (6l + 5)M2 and (12l+ 11)M1,

(2) (i) (24l+ 5)M3 and (36l+ 7)M2, (ii) (24l + 11)M3 and (36l+ 17)M2

(iii) (24l + 13)M3 and (36l+ 19)M2, (iv) (24l+ 19)M3 and (36l+ 29)M2,

(3) (i) (18l+ 1)M4 and (72l+ 5)M1, (ii) (18l + 17)M4 and (72l+ 67)M1,

(4) (i) (54l+ 23)M4 and (72l+ 31)M3, (ii) (54l+ 31)M4 and (72l+ 41)M3.

Proof. That all pairs iMk and jMl satisfy

(4.7) |ik − jl| = 1

can be straightforwardly verified; consecutiveness follows. �

The consequence of Lemma 4.1 is that {iM4}i∈I2,3 are tied closely. The following

proposition is asserted.

Proposition 4.2. For each i ∈ I2,3, a decreasing finite sequence {ik}
N
k=0 ⊂ I2,3

with i0 = i and iN = 1 exists such that ikM4 and ik+1M4 are consecutive for each
0 ≤ k ≤ N .

Proof. It is easy to verified that

(4.8)
I2,3 = {6k + 1, 6k + 5}∞k=0

= {12m+ 1, 12m+ 5, 12m+ 7, 12m+ 11}∞m=0 .

Now,

(4.9)
{12m+ 5}∞m=0

= {72l+ 5, 72l+ 17, 72l+ 29, 72l+ 41, 72l+ 53, 72l+ 65}∞l=0 .

and

(4.10)
{12m+ 7}∞m=0

= {72l+ 7, 72l+ 19, 72l+ 31, 72l+ 43, 72l+ 55, 72l+ 67}∞l=0 .
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Firstly, we show that for any i ∈ I2,3, iM4 is consecutive to i1M4
for some i1 ∈ I2,3

with i1 < i by taking one of the pairs which appear in (1)∼(4) in Lemma 4.1.
Indeed, if i = 12m+1 or i = 12m+11, then iM1 is consecutive to jM2 by choosing

j = 6m+1 or j = 6m+5 in (1) (i) and (ii), respectively. If i = 12m+5, then (4.9)
and Lemma 4.1 implies (72l + 5)M1, (72l + 17)M2, (72l + 53)M2, (72l + 29)M2,
(72l + 65)M2 and (72l + 41)M3 can be consecutive to jMq which appears in (2),
(3) and (4) of Lemma 4.1. Similar results hold for i = 12m+7 by using (4.10) and
the results in (2), (3) and (4) of Lemma 4.1.
By induction, there is a finite sequence i2 > i3 > · · · > iN = 1 such tat ik ∈ I2,3

with ikM4 and ik+1M4 are consecutive for each 4 ≤ k ≤ N . The proof is complete.
�

The consecutive diagram of {iM4} for i ∈ [1, 19] ∩ I2,3 is drawn in Fig. 4.2
(i). Furthermore, the projection of consecutive diagram of {iM4} in I2,3 for i ∈
[1, 41] ∩ I2,3 is drawn in Fig. 4.2 (ii).
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29

Figure 4.2 (i). Figure 4.2 (ii).

In the following, the consecutiveness of iM4, i ∈ I2,3, is considered further.
Indeed, iM4 looks like an octopus with eight arms.
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i 2i 4i

3i

i− 1

i+ 1

3i− 1

3i + 1

2i− 1
2i + 1

4i + 1

4i− 1

Figure 4.3.

Whether these arms can reach some jM4 is of interest, as a determination would
reveal which elements in {i ± 1, 2i ± 1, 3i ± 1, 4i ± 1, } belong to lI2,3 with l ∈
{1, 2, 3, 4}. The following proposition provides the answers.

Proposition 4.3. For any k ≥ 0,
(A) i = 6k + 1,

(I) (i) if k = 2l, i+ 1 ∈ 2I2,3 (ii) if k = 4l+ 3, i+ 1 ∈ 4I2,3

(II) (i) (a) if k = 3l, 2i+ 1 ∈ 3I2,3 (b) if k = 3l+ 1, 2i+ 1 ∈ 3I2,3
(ii) (a) if k = 3l, 2i− 1 ∈ I2,3 (b) if k = 3l+ 1, 2i− 1 ∈ I2,3

(III) (i) if k = 2l+ 1, 3i+ 1 ∈ 2I2,3
(ii) (a) if k = 2l, 3i− 1 ∈ 2I2,3 (b) if k = 4l+ 1, 3i− 1 ∈ 4I2,3

(IV) (i) 4i+ 1 ∈ I2,3
(ii) (a) if k = 3l, 4i− 1 ∈ 3I2,3 (b) if k = 3l+ 2, 4i− 1 ∈ 3I2,3

(B) i = 6k + 5,

(I) (i) if k = 2l+ 1, i− 1 ∈ 2I2,3 (ii) if k = 4l, i− 1 ∈ 4I2,3

(II) (i) 2i+ 1 ∈ I2,3
(ii) (a) if k = 3l+ 1, 2i− 1 ∈ 3I2,3 (b) if k = 3l+ 2, 2i− 1 ∈ 3I2,3

(III) (i) (a) if k = 4l + 2, 3i+ 1 ∈ 4I2,3 (b) if k = 2l+ 1, 3i+ 1 ∈ 2I2,3
(ii) (a) if k = 2l, 3i− 1 ∈ 2I2,3 (b) if k = 4l+ 3, 3i− 1 ∈ 4I2,3

(IV) (i) (a) if k = 3l, 4i+ 1 ∈ 3I2,3 (b) if k = 3l+ 2, 4i+ 1 ∈ 3I2,3
(ii) 4i− 1 ∈ I2,3.

Proof. The proof is straightforward and omitted.
�

From Proposition 4.3, there are 12 cases for each i = 6k + 1 and i = 6k + 5; see
the following Table 4.1. Notably, in Tables 4.1, (i) and (ii) are symmetric in lj ± 1
of 12m+ j and lj ∓ 1 of 12n+ (12− j − 1).
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For i = 6k + 1,

k 4i+ 1 4i− 1 3i+ 1 3i− 1 2i+ 1 2i− 1 i+ 1 i− 1 up down

12m I2,3 3I2,3 4I2,3 2I2,3 3I2,3 I2,3 2I2,3 4 3
12m+ 1 I2,3 2I2,3 4I2,3 3I2,3 I2,3 3 2
12m+ 2 I2,3 3I2,3 2I2,3 I2,3 2I2,3 4 1
12m+ 3 I2,3 3I2,3 2I2,3 3I2,3 I2,3 4I2,3 4 2
12m+ 4 I2,3 4I2,3 2I2,3 3I2,3 I2,3 2I2,3 3 3
12m+ 5 I2,3 3I2,3 2I2,3 4I2,3 I2,3 4 1
12m+ 6 I2,3 3I2,3 2I2,3 3I2,3 I2,3 2I2,3 4 2
12m+ 7 I2,3 2I2,3 3I2,3 I2,3 4I2,3 3 2
12m+ 8 I2,3 3I2,3 4I2,3 2I2,3 I2,3 2I2,3 4 2
12m+ 9 I2,3 3I2,3 2I2,3 4I2,3 3I2,3 I2,3 4 2
12m+ 10 I2,3 2I2,3 3I2,3 I2,3 2I2,3 3 2
12m+ 11 I2,3 3I2,3 2I2,3 I2,3 4I2,3 4 1

up: the number of upward arms
down: the number of downward arms

Table 4.1 (i).

and for i = 6k + 5,

k 4i+ 1 4i− 1 3i+ 1 3i− 1 2i+ 1 2i− 1 i+ 1 i− 1 up down

12n 3I2,3 I2,3 2I2,3 I2,3 4I2,3 4 1
12n+ 1 I2,3 2I2,3 I2,3 3I2,3 2I2,3 3 2
12n+ 2 3I2,3 I2,3 4I2,3 2I2,3 I2,3 3I2,3 4 2
12n+ 3 3I2,3 I2,3 2I2,3 4I2,3 I2,3 2I2,3 4 2
12n+ 4 I2,3 2I2,3 I2,3 3I2,3 4I2,3 3 2
12n+ 5 3I2,3 I2,3 2I2,3 I2,3 3I2,3 2I2,3 4 2
12n+ 6 3I2,3 I2,3 4I2,3 2I2,3 I2,3 4 1
12n+ 7 I2,3 2I2,3 4I2,3 I2,3 3 I2,3 2I2,3 3 3
12n+ 8 3I2,3 I2,3 2I2,3 I2,3 3I2,3 4I2,3 4 2
12n+ 9 3I2,3 I2,3 2I2,3 I2,3 2I2,3 4 1
12n+ 10 I2,3 4I2,3 2I2,3 I2,3 3I2,3 3 2
12n+ 11 3I2,3 I2,3 2I2,3 4I2,3 I2,3 3I2,3 2I2,3 4 3

Table 4.1 (ii).

The following examples are five graphs that have the different numbers of upward
arms and downward arms in Table 4.1.
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Example 4.4.

73 146 292

219

293

145

109 · 2

97 · 3

37 · 2

49 · 3

55 · 4

19 38 76

57

77

37

29 · 2

25 · 3

13 · 3

5 · 4

(a) 4 upward arms and 3 downward arms (b) 4 upward arms and 2 downward arms

25 50 100

75

101

49

37 · 2

19 · 4

17 · 3

13 · 2

5 10 20

15

19

11

7 · 2, 7 · 3

1 · 4

(c) 3 upward arms and 3 downward arms (d) 4 upward arms and 1 downward arm

7 14 28

21

29

13

11 · 2

5 · 4, 5 · 3

(e) 3 upward arms and 2 downward arms

Figure 4.4.
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Now, consider the splitting procedure (II) again. For the one-dimensional cou-
pled system XA

2 , the two-dimensional graph in Fig. 3.1 looks like a bamboo-blind.
The horizontal lines iI2 are the bamboo sticks and the zigzag lines are the strings
that tie the sticks together. For each k ≥ 1, taking {iMk}i∈I2 , the blind falls apart
into infinitely-many pieces. These disjoint pieces are mutually independent and are
used to estimate the lower bound of the entropy.
In the two-dimensional coupled system XA

2,3, for each k ≥ 4, the numbers in
Gk ≡ {iMk}i∈I2,3 are taken as the vertices; the horizontal edges are segments in

iMk, and the vertical edges are segments that connect the consecutive numbers in
Gk; see Fig. 4.2 (i) for k = 4 and 1 ≤ i ≤ 19. Figure 4.2 (ii) is a projection of the
graph in I2,3 for k = 4 and 1 ≤ i ≤ 41. From Propositions 4.2 and 4.3, for each
k ≥ 4, Gk is a fully connected graph. This paper does not find any means to split
Gk into two parts:

Gk = Uk

⋃
Wk,

where Uk is the set of mutually independent subgraphs of Gk, and Wk = Gk \ Uk,
so (4.3) holds.
From Propositions 4.2 and 4.3, for k ≥ 4, the connections among the vertices in

Gk are quite complicated. Then, the topology of Gk is far away from Lk × Z1, a
standard three-dimensional lattice. Previous results concerning pattern generation
problems cannot apply successfully [5, 6, 7]. A better understanding of Gk is
required before dealing with XA

2,3.
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